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Abstract

We consider linear multi-step methods for stochastic ordinary differ-
ential equations and study their convergence properties for problems with
small noise or additive noise. We present schemes where the drift part is
approximated by well-known methods for deterministic ordinary differen-
tial equations. Previously, we considered Maruyama-type schemes, where
only the increments of the driving Wiener process are used to discretize
the diffusion part. Here, we suggest to improve the discretization of the
diffusion part by taking into account also mixed classical-stochastic inte-
grals. We show that the relation of the applied step-sizes to the smallness
of the noise is essential to decide whether the new methods are worth to
be used. Simulation results illustrate the theoretical findings.

1 Introduction

We consider stochastic ordinary differential equations (SODEs) in It6 form

X(s)‘;:/of(s,X(s))ds+/0G(s,X(s))dW(s),X(O):Xo, tefo,1], (1)

where W denotes an m-dimensional Wiener process given on the probability
space (2, F, P) with a filtration (F;);>0. The drift and diffusion functions are
given as f : [0,7] x R" — R" and G = (g1,...,9m) : [0,T] x R™ — IR™™™,
respectively. The initial value Xy is assumed to be Fy-measurable, independent
of the Wiener process and to possess finite second moments. We assume that
there exists a path-wise unique strong solution X (-) of (1).

Often fluctuations, which affect a physical system, are quite small, e.g., if ther-
mal noise has to be included in a physical model. Applications of SODEs with
small noise can be found, e.g., in [6, 12]. Following [11] we express the smallness
of the noise by introducing a small factor ¢ <« 1 into the diffusion coefficient
such that G = eG. Note that the small parameter € is not needed to formulate
the suggested numerical schemes. It is used here only to discuss the errors of
the numerical schemes which essentially depend on the smallness of the noise.
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Stochastic two-step methods already appear in [10] (for additive noise) and in
[7] (see also the references there). In [1] two-step methods for It6 SODEs are
analysed. Stochastic versions of Adams methods for order up to five have been
implemented and tested for SODEs with additive noise in [6]. Consistency of
SLMMs for Stratonovich SODEs has been considered in [2], in addition stochas-
tic Adams methods have been implemented as predictor-corrector schemes and
tested. A general convergence theory for stochastic linear multi-step schemes
was developed in [3].

In general numerical schemes for SODEs that include only information on the
increments of the Wiener process have an asymptotic rate of strong convergence
of 1/2 (for additive noise it may be 1). However, when the noise is small, the
error behaviour is much better. In fact, the errors are still dominated by the
deterministic terms as long as the step-size is large enough. In [3] we analyzed
this in detail for schemes we have called stochastic linear multi-step Maruyama
methods. For simplicity, in this paper we consider all schemes on equidistant
grids with gridpoints t, = £h, £ =0,..., N and stepsize h = T/N. We denote
by X, the numerical approximation of the exact solution value X (t¢;) at the
time-point ¢, and by I-"T" = tt+h dW,(s) = Wy (t+h) — W,(t) the increments
of the scalar Wiener Process W), on subintervals [t,t+h]. The abbreviation ¢;_;
is used to denote ¢(t,—;, X,—;) for functions ¢ defined on [0,T] x IR". Then
stochastic linear multi-step Maruyama methods are given by

k k kK m

to_ito_s
E Oéng_j =h E ﬁjfg_j—i— E E Y Gr—j ITZ ate ]+1, ! = k,...,N (2)
Jj=0 j=0

j=1r=1

with parameters «;,8;,7 = 0,...,k and v;, 5 = 1,...,k. For By = 0, the
scheme is explicit, otherwise it is drift-implicit. Note that the discretization
of the diffusion part is always explicit. To start the recursion k initial values
Xo, ..., X1 are needed. Using the parameters o, 3; from deterministic linear
multi-step schemes and choosing the parameters -y; according to Z?:o a;j Xy j =
Y1 (Xe—Xp—1)+. . AY(Xo—k11—X¢—k) the global error of the scheme (2) applied
to small noise SODEs can be estimated as O(e2h'/2 4 eh + hP), where p is the
order of the deterministic scheme and the coefficient functions f, g, are assumed
to be sufficiently smooth. For p > 2 one can distinguish three regions of the e-h
relations where qualitatively different terms are dominating the global error.
For h < € the term O(e2h!'/?) dominates and one observes the asymptotic
order of convergence 1/2. For /=1 <« h the term O(h?) dominates and
reflects the deterministic order of convergence. For stepsizes between these two
extreme cases the term O(eh) is dominating the global error. One observes
order 1 behaviour with a small error constant that is due to the factor ¢, such
that the errors are still considerably smaller than those for the Euler-Maruyama
scheme. The described behaviour has been illustrated by computational results,
e.g., in [3, 4].

In this paper we present a careful analysis of the local and global errors of
the multi-step Maruyama schemes (2) to gain insight into the terms respon-
sible for the global error term O(eh). The necessary theory of mean-square
convergence is recaptured in Section 2, while the analysis of the local errors



is done in Section 3. We then aim at improving the methods such that the
O(eh) term is cancelled out by including suitable terms which involve mixed
classical-stochastic integrals in the numerical schemes. The new methods are
presented in Section 4. Simplified versions for special cases, such as additive
noise and commutative noise SODEs are also discussed. Section 5 contains a
brief discussion of the simulation of mixed classical-stochastic integrals. In the
final sections we present numerical results illustrating the theoretical findings
and draw conclusions.

2 Mean-square convergence of stochastic linear multi-
step methods

In the literature on numerical methods for SODEs (see, e.g., [7, 9, 10]) mainly
two concepts of convergence are discussed, weak and strong convergence. Weak
convergence relates to Monte-Carlo methods and is mostly concerned with sta-
tistical properties of the solutions of SODEs. The term strong convergence
is often used synonymously for the expression mean-square convergence, i.e.,
convergence in the norm || - ||z,. We denote by | - | the Euclidian norm in IR",
by || - || the corresponding induced matrix norm and by ||Z|z, := (IE|Z|?)'/?
the norm of a vector-valued square-integrable random variable Z € Lo (Q, IR™).
Subsequently we discuss mean-square convergence of possibly drift-implicit stoch-
astic linear multi-step methods (SLMMs), given in the form

k k k
S o Xej=h> B fej+ Y Tjejlt=t=m, =k .. N, (3)
j=0 j=0 j=1

It,t—l—h

where denotes a collection of multiple stochastic integrals over [t,t + h]:

tt b t+h
le_z, T / / / dWTl SJ) dWTg (31) (4)

where r; € {0,1,. m} and dWy(s) = ds. The Maruyama-type schemes (2)
are a special case of (3) with [j(t,z) IMHh = ™ yig () TP, Again,
we emphasize that an explicit discretization of the diffusion part is used and
we assume that k initial values X, X1,... Xp_1 € Lo(Q, R"), where X, is
Fi,-measuarable for £ = 0,...,k—1, are given (e.g., by appropriate one-step
schemes). We aim at mean-square estimates of the global error, i.e., estimates
of max/—o,_. n || X(t/) — X¢||L,- To this end we use the fundamental result of
[3] that allows us to estimate the global error from local errors by means of
a stability inequality. The local error L, of the SLMM (3) at time-point ¢, is
defined as the defect that is obtained when the exact solution values are inserted
into the numerical scheme:

2 k k
Le == Y ajX(tej) —h)_ B fltes, X(teg)) = D Tjtej, X (teg)) I,
§=0 §=0 j=1
0=k ... N,
Ly = X(ty) — Xy, £=0,....k—1



As in [3] we represent the local error in the form
Ly=Ry+Sy=:Ry+ Sl,g + 527@,1 + ...+ Skj,kJrl, {=k,...,N, (5)

where each S;, is Fj,-measurable with IE(S;|F;, ,) = 0 . The represen-
tation (5) is not unique. It is chosen in order to exploit the adaptivity and
independence of the stochastic terms arising on disjoint subintervals.

Mean square convergence is implied by local properties of the SLMM by means
of numerical stability, sometimes also called zero-stability, in the mean-square
sense. Numerical stability estimates the influence of any perturbations of the
right-hand side of the discrete scheme on the global solution of that discrete
scheme. Taking the local errors as special perturbations and applying the nu-
merical stability estimate to them gives the following convergence theorem [3,
Thm 3.2]:

Theorem 2.1 Let the parameters «j, j = 0,...,k, of the SLMM (3) satisfy
Dahlquist’s root condition, i.e., all eigenvalues of the characteristic polynomial

p(¢) = aolF + ar "+

have modulus smaller or equal than 1 and those with modulus equal to 1 are
simple. Further, assume that the coefficient functions f,I'; are globally Lip-
schitz with respect to their second argument. Then there exist constants hy > 0
and S > 0 such that for all step-sizes h < hy and all representations (5) of the
local error Ly we have the following estimate of the global error

| Rellz,  1ISellr,
R E )}
(6)

Subsequently we assume that the conditions of the preceding theorem are ful-
filled. In order to prove mean-square convergence of order = it is then sufficient
to find a representation (5) of the local error L, such that

X, — X (¢ < S{ L
ei&‘?‘ffw” ¢ =X)L, < e:gf,??_l” eIIL2+£:r23§N(

IRellL, <é- B and  |Sellp, <c W2, L=k N. (7)
Together, the conditions (7) imply the estimates
VELF Dl = O™ and  [|Lelli, = OU7+E), €=k, N,

(compare Lemma 2.8 in [3]), known as consistency in the mean and in the
mean-square. Note that in the case of k-step schemes the conditional mean has
to be taken with respect to the o-algebra F;, ,. The analysis of the local errors
is based on Ito-Taylor-expansions.

3 Local error analysis for Maruyama-type schemes

We want to establish a suitable representation (5) of the local error L, of the
k-step Maruyama-scheme (2) for the SODE (1) by means of appropriate It6-
Taylor expansions, where we take special care to separate the multiple stochastic
integrals over the different subintervals of integration.



For further reference we state the following definitions and results. For a conti-
nous function y from [0, 7] x IR™ to IR™ a general multiple Wiener integral over
the subinterval [t,¢ + h] C [0, 7] is given by

Jhtth _ (s X (s0)) AW (50 ... AW, 8
rl,rg,...,rj(y)— ’ ; ; y(sjv (5])) 7"1(53)--- Tj(sl)? (8)

where r; € {0,1,...,m} and dWy(s) = ds. According to (4) we write If’ltf;l rs

-----

if y = 1. To estimate the multiple integrals (8) we will use the following lemma
(cf. Lemmata 2.1 and 2.2 in [10] and in [9, Chap 1]).

Lemma 3.1 For any function y from [0,T] x IR™ to IR"™ that satisfies a linear
growth condition in the form

y(t,2)l < K(1+ 2?2, Vye R"te[0,T], 9)
and any t € [0,T], h > 0, such that t+h € [0,T], we have that

B @) F) = 0 if i #£0 for some i€ {1,...,5}, (10)
I W, = O(RH2), (11)

where 11 is the number of zero indices and ls the number of non-zero indices r;.

Let C*~1% denote the class of all functions from [0,7] x IR" to IR" having
continuous partial derivatives up to order s — 1 and, in addition, continuous
partial derivatives of order s with respect to the second variable. We introduce
operators Ag and A,, r = 1,...,m, defined on C"? and C%!, respectively, by

1 m n
Moy =4 + VoS +5 D U, 9rigri » Ay =tigr, r=1,....m. (12)
r=1i,j=1

Using these operators and the notation for multiple Wiener integrals (8), the
Ito formula for a function y in C12 and the solution X of (1) reads

y(t, X (1) = y(to, X (t0)) + I (Aoy) + S I (Avy), 0<to<t<T. (13)

r=1

Applying the Itd formula especially to the drift and diffusion coefficients f, g;,
which are assumed to be in C*2, and inserting the results into the SODE (1)
leads to the first terms of the Ito-Taylor (or Wagner-Platen) expansion of the
solution X (t):



X(t) = X(to)+I"'(f +th0’

— X(t0)+f(t07 tO t07 +Zgr t(]: ItOt
m m
IR (Ao f) + D (I (A f) + I (Roge)) + > 12 (Aggr) -
r=1 r,qg=1

Now we start analyzing the local error Ly of the k-step Maruyama-scheme (2)
for the SODE (1). For simplicity we restrict the exposition to k < 3. By
rewriting

3
D X (i) = oo(X(te) — X(t—1)) + (a0 + o) (X (te—1) — X (te—2))
j=0

Mw

+ (a0 + a1 + ) (X (t—2) — X (te—3)) ;) X (te—3)

J=0

one immediately observes the consistency conditions

3
Zaj:o’ o) =71, Ck0+041:’}/2, a0+041+042:73, (14)
7=0

which we assume to be valid for our subsequent calculations. Then we can
express the local error as

L, = ao( X(te) = X(te-1) — 30y grlte—r, X (te- 1 Lt
+(ao+ar) (X (te—1) = X(te—2) — D orey gr(te—2, X (tr—2) tl Catees
+(aptar+az) (X (t—a) — X(te_z) — ST 1gr(tg 3, X (to_3) tf sibe-2
hZJ 0 Bif (tE —J> X(te- J)

- (I () + S 1 (0r) = 0 (b, X (- 1 1
32 (I () + S 1" (g0) = g (o2, X () té ate- ']

F (g () L () = gty X () tf P
~h35 Bl (té s X (te—j)

_ ,yl(Itz 1,tz( )"‘Zm Itz 17te(A 9T)+qu ¥ te 17tl( qgr)
_'_,72(1(1;@72,152 1( )+Zm Ite 2,b0— 1(A09T)+qu 1 te z,tz 1( r)
+73(It[ 3,te— 2( )_'_Zm Iti 3,te— Q(Aogr)Jqur 1 te 3,t0— 2( T)

_hZ] O/8j (tf -3 (tf J))

The stochastic integrals Iéffj I (N gg,) and Ioe 771 (A 4g,) naturally should
be taken as a part of S;y_;i1 in the representation (5) of the local error. The

)
)
)
)
)
)
)
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)
)



terms that contain values or classical integrals of the drift coefficient need fur-
ther investigation. To pool together the deterministic parts we use

I§ () = B f(teg X () + To6 " (Ao f) +Zf” PR A

and trace the values of the drift coefficient back to the point ¢,_3:

Fltemz, X (ti—2)) = f(te-3, X (tr—3)) + Iy "2 (Ao f) + D L2 (A, f),
r=1

Fltor, X (t1)) = f(trs, X (te_3)) + I~ "2 (Ao f) + Iy~ (Ao f),
SN ) £ LA ),
Flte, X(8) = f(te—3, X (tr_3)) +;3;3’“‘2(Aof) I Ao f) I (Ao f)
+iuﬁ“3“-2<w>+I£€-2’”-1<Arf>+I£€-1’“<A,~f>>.
r=1

Hence, the deterministic part Ry of the representation (5) besides higher order
terms always contains the term h(Z] 1Y — Z?:O B) f((te—3, X (te—3)) that has
to vanish for consistent schemes, thus leading to the consistency condition

3 3 3
(D _B-Day=) D w=> 5 (15)
j=0 j=1 j=0

which we also assume to be fulfilled for the subsequent calculations. Then we
arrive at

m

to_ 1.t to_o,to_ t te—2
L, = Z (71qu" U (Aggr) F 2l T (Nggr) + 3l (Aqgr)) (16)
q,r—l

+Z (vaor " (Roge) + Ly (Arf) = Boh I (A,f)

+7215¢2“* (Mogr) + 72557 (Arf) + (= Bo—BRL > (A, f)
sl " (Rogr) + 3L (Arf)
+(’Yl+72—ﬂo—ﬂl—52)hf7€[_3’t2_2(Arf)> (17)
+(nlgy " (Aof) = Bohly ™ (Aof)
+v2136 P (R0 f) + (a—Bo— BRIy (Ao f)
+y3gs "2 (Mo f) + (a2 —Bo—Bi—B2) Ry " (Aof)). (18)
With the above representation of the local error we have already separated the
terms causing global errors of order O(e2h!/2) and O(eh), namely the terms

(16) and (17). These terms can be seen as parts of the stochastic terms Sy in
the representation (5). By the stability inequality (6) we know that the global



error caused by these terms is only an order @(h~1/2) larger than the local
quantities. Using Lemma 3.1 and exploiting the smallness of the noise in the
form g, = €g, the (so-called Milstein) terms (16) can be estimated as O(e2h),
and the mixed terms in (17) as O(eh®?). Without further investigations the
remaining terms (18) can be estimated as O(h?), thus causing global errors of
order O(h). Supposing that also Agf belongs to C1? and that the additional
consistency condition

3

3
> (3-4) a]—2Z3y (19)
7=0

is fulfilled, one can further estimate (18) as O(h3 +€h®/?) and conclude that the
induced global errors are of order O(h? + €h?). The condition (19) guarantees
the deterministic order 2.

4 Improved linear multi-step methods

Intending to avoid the global error terms of order O(eh) we include the leading
parts of (17) in the discretization scheme. This leads us to schemes that include

the mixed classical-stochastic integrals Iée; P31 and I:Z(; #1311 and take the
general form

ZOé]Xf ]—hZ/ijf ]"‘ZZ{V]Q'I‘E —j t[ gte=it

j=1lr=1

Lo—jste— t )t to_ito_s
M [(gT)t+(9T)xf]é—J I (g les (5 I g I
(=k,...,N, (20)

with parameters o, 85, j = 0,...,k and v;, n;, = 1,..., k. The parameters
in the stochastic part can be computed from those in the deterministic part by

7]220475)].:17"'7167 771:_507 77]+1:77]+73_ﬁ]7.7:177k_1

As an example we give the improved variant of the two-step Adams-Bashforth
method. For £ =2,..., N, it takes the form

3 1 % b1t
Xe=Xer=h (G fe1 = 5 fe2) + Zgr,e—1 L

m

+_ 1(9)Hgn e flem Iy 1’“+Z [fhgrle—t g~

r=1 T

Frgrlea /210,

l\D\»—l
NE

1

Due to the identity Io, + I, o = hl, between the mixed integrals the above
methods simplify considerably in the case when the coefficients f, g, are com-
mutative in the sense that f.g, = (gr); + (gr)%f, . The methods then reduce
to
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to_ito—s to_ito_ s
> {%’ Gro—j I (g ) [frgrle—g RIS ]H},
1r=1

C=k,...,N, (21)

In case of additive noise, i.e., g.(t,z) = g,(t) one has (g,),, = 0, hence Agg, =
(gr); and Agg, = 0. The Milstein terms (16) vanish leaving a global error of
order O(eh + hP) for k-step Maruyama-schemes with deterministic order p and
a global error of order O(th% + €h? + hP) for the improved schemes (20).

In Table 1 we list the parameters for two- and three-step Adams-Bashforth,
Adams-Moulton and BDF (backward differentiation formula) schemes. The
schemes are scaled such that ag = v = 1.

Meth. | a1 |a2 | az |Bo|Br| B2 [ B3| v2 || m | m | m3
AB2 | -1 | 0| — |0 |3 | -3 |—] 0 |—]O0]|-3|—
AB3 | -1 0] 0 |0 |[&BB|-S| &0 0] 0 |-F|H
AM2 | -1 | 0| — || 2] -51—] 0 |—|-3|-%| —
AM3 | =1 | 0| 0 | |3l 0 |0]|-%|-%| %
BOF2 | 3 | 3| — [3]o) o |4 —[-3][3§ ]
BDF3 | -1 | o7 | —1 |11 | 0| 0 | 0| =7 |5 || a1 |~

Table 1: Coefficients of improved two- and three-step schemes

5 Mixed stochastic integrals

The proposed improved schemes (20) contain the mixed stochastic-classical in-
tegrals Iy, and I.9, 7 = 1,...m, on the corresponding subintervals [t,t + h].
Unless the coefficients f, g, are commutative these integrals have to be simu-
lated together with the Wiener increments. This can be done in the following
way (cf. [7, 10, 9]): Starting from independent standard normally distributed
random variables &, ¢, ~ N(0,1) one computes

I, = h'%,,
Ig = h3/2(<T/\/§+£T)/27
IOT‘ = h[r — Iro.



For the 2-dimensional system with non-commutative noise in Section 6 we have
calculated a reference solution with corresponding trajectories of two Wiener
processes using a very small step-size. The Wiener increments for the numerical
solutions with the different step-sizes were calculated in the usual way by adding
up the correct number of Wiener increments used for the reference solution.
Then we have calculated the mixed integrals I.g, r = 1,...m with the finest
step-size of the numerical approximations. To this end we denote the finest step-
size of the numerical approximations by h; and a Wiener increment calculated
for the step-size hy by I"™. Then I™ is a normal random variable and I ~
N(0,hy), thus 1M /y/hy ~ N(0,1). Generating another independent standard

normally distributed random variable ¢, ~ N(0, 1) we form o = hi’/ 2(@} /V3+
I™M /\/h1)/2. For all coarser step-sizes we have used the following useful fact,
see [8]:

Ly"™ = Ly + L™ + IV (t3 — 1),

6 Test results

We implemented several explicit and implicit stochastic linear k-step Maruyama-
schemes and improved schemes for k = 1,2, 3 and applied them to several exam-
ples of SDEs. Table 1 summarizes the methods we have implemented and tested.
For comparisons we also considered the explicit and implicit Euler-Maruyama
schemes and the explicit Milstein scheme. To start off the integration with the
two- and three-step schemes we needed a second (and third) starting value X
(and Xo). If available, we used the exact solution values, thus avoiding intro-
ducing additional errors. In computational practice, the starting values could
be computed, e.g., by means of the trapezoidal rule.

In our experiments we have investigated the relation between the step-size h and
the achieved accuracy. The accuracy is measured as the maximum approximate
Ly-norm of the global errors in the considered time-interval [0, T7):

1/2

M

1 2

 nax (M E 1 | X (e, wj) — Xo(wy)| ) N max X (te) — Xellz,
]:

where N denotes the number of steps and M the number of computed paths.
In our computations we used M = 200.

The results are presented as figures, where we have plotted the accuracy versus
the step-sizes in logarithmic scale with base 10. Then the slope of the result-
ing lines corresponds to the observed order of the schemes. Lines with slopes
0.5, 1, 2 are provided in some figures to enable comparisons with convergence
of these orders.

Our first test example is the simple bilinear scalar SDE with drift and diffu-
sion functions f(t,z) = —z, ¢1(t,x) = ex and starting value Xy = 1 on the
time-interval [0, 1]. For this simple example the exact solution is known as the
geometric Brownian motion X () = exp ((—1 — 2€2)t+ €W (t)). This example is
commutative, hence, we could use the simplified scheme (21). We have chosen
the parameter ¢ = 0.005. In Figure 1 we present results for selected schemes
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Figure 1: Performance of k-step Maruyama and improved schemes for the geo-
metric Brownian motion

with deterministic order 2 (left) and 3 (right), which reflect the discussion in
the previous sections very well. The visual differences between the individ-
ual schemes with the same deterministic order are caused by different error
constants for the O(hP) error terms. The maximum gain in accuracy by the
improved methods occurs for those step-sizes, where the O(e2h!'/2) and O(hP)
error terms are of the same magnitude (p = 2,3). For comparison we include
results of the Milstein-scheme with mean-square order of convergence 1. The
resulting line practically coincided with those for the Euler schemes (which
we have not included here) in the considered range of step-sizes. Though the
asymptotical order is 1 for the Milstein scheme in contrast to 1/2 for the other
considered schemes, one observes much larger errors for the Milstein scheme for
the considered step-sizes.

Our second test example is a linear scalar SDE with additive noise. The drift
and diffusion functions are f(¢,z) = %—i—t z+ (14+t)%, g1(t,z) = e (1+t)? on the
time-interval [0, 1]. Unfortunately, this example is a bit more specific than we
intended. The exact solution is known as X (t) = (14+¢)?(Xo+t+eW (t)) (cf. [7,

11



(4.44)]). The solution of the noise-free equation (e = 0) is a cubic polynomial,
such that the noise-free equation is integrated exactly by any integration scheme
with deterministic order 3 or higher. Thus, for k-step schemes with determin-
istic order p > 3 the global error term of order O(h?) vanishes. Moreover, since
f is linear in z, we have AjA, f = 0, such that for the improved schemes also
the global error term of order O(e2h3/ 2) vanishes leaving a global error of order
O(eh?) instead of O(e2h?/%24+€eh?+h?) as expected in general. This is illustrated
in Figure 2, where we present simulation results for selected schemes with de-
terministic order 2 (left) and 3 (right) for the initial value Xy = 1 and the
parameter € = 0.001. The numerical errors of magnitude %xmachine—accuracy
become visible in the lower corner of the right picture. The previous exam-

log(|lerror||_L2)

-8 & A7 .
PR ex.Eul. —+—
/0///,1%’_,.—~ . trap. —o—
oA im, trap, - -2--
—10 5. . BDEF2 —x— 4
- im.BDF2 —¢ —
slope 1
17 | | | Slope 2
-5 -4 -3 -2 -1 0
log(h)
0

log(|lerror||_L2)
b4

|
(e

0 s A/‘Q/ im AB3 —o —
— - slopel -----
S sIoBe J e
12 1 ! ! I
-5 -4 -3 -2 -1 0
log(h)

Figure 2: Performance of k-step Maruyama and improved schemes for the ad-
ditive noise example

ples have exact solutions in the form X (t) = ¢(¢t, W (t)) and the commutativity
condition is fulfilled. Then one can use the simplified versions (21) and it is
not necessary to simulate the mixed integrals to compute the iterates of the
improved schemes. Our third example is a non-commutative two-dimensional
linear example with two-dimensional noise, which we have taken from [5] and
modified by formulating it in Ito-calculus and introducing a small parameter €
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Here, the expressions [F, G1], [F, G2], [G1, G2 are all non-zero, where [A, B] =
AB — BA for matrices A, B. Since we do not have an explicit formula for the
solution, we have computed a ’reference solution’ by means of the trapezoidal
rule on a very fine grid by using 2'® = 262144 steps. We have implemented
and tested the two-step schemes from Table 1 and have chosen the parameter
e = 0.01. The necessary second starting value X7 has been taken as the cor-
responding value of the reference solution. The simulation results presented in

log(|lerror|_L2)

log(]lerror||_L2)

=25 -2 -15 -1 -05

Figure 3: Performance of 2-step Maruyama and improved schemes for the non-
commutative example

Figure 3 confirm the error behaviour that was observed already for the geome-
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tric Brownian motion though the significance of the observations is restricted
by the accuracy of the reference solution.

7 Conclusions

We have analysed the local and global error behaviour of improved stochastic
linear multi-step methods for small noise SODEs. We have found that the global
error is of the order (’)(ezhl/ 2 4+ €h? + hP), where p is the deterministic order
of the scheme. Compared with the Maruyama-type stochastic linear multi-step
methods an error term of order O(eh) is avoided. The price to pay for this
improvement is the inclusion of the derivatives f.g, and (g,);+ (g,).f and the
additional simulation of mixed classical-stochastic integrals. The latter effort is
comparable to that for the simulation of the Wiener increments. The gain in
accuracy depends on the relation of the step-size and the smallness of the noise,
the maximum gain in accuracy by the improved methods occurs for those step-
sizes, where the O(e2h'/2) and O(hP) error terms are of the same magnitude.
Then the error is reduced by a factor of order ¢'/3 for p = 2 and €%/ for p = 3.
In the additive noise case the error is practically reduced to the deterministic
error.
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