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Chapter 1

Introduction

The trigger of stochastic resonance will be diffusion exits from domains. The main aim of
this chapter is to determine the exit times of randomly perturbed dynamical systems from
domains of attraction of their stable fixed points. Think of a potential diffusion, physically
the motion of an overdamped particle in a potential landscape. In dimension 1, we may
think of a smooth double well potential function U : R → R, such that for instance U
is smooth, possesses exactly two local minima at ±1, and a unique local maximum at 0.
Further limx→±∞ U(x) = ∞. Then the differential equation

dXϵ,x
t = −U ′(Xϵ,x

t )dt, Xϵ,x
0 = x,

generates a dynamical system which possesses two stable fixed points ±1 and one unsta-
ble fixed point 0. If the initial state x ∈] − ∞, 0[, we have limt→∞Xϵ,x

t = −1, whereas
limt→∞Xϵ,x

t = 1, if x ∈]0,∞[. We call the intervals containing the fixed points domains of
attraction. The particle traveling in the potential landscape described by the solutions of
this differential equation can therefore not exit a domain of attraction, once starting its
motion inside.

This feature of the motion changes drastically, once noise is added to the system. Let
(Ω,F , P ) with the coordinate processW = (Wt)t≥0 be a one-dimensional canonical Wiener
space, with the canonical filtration (Ft)t≥0. So for ϵ > 0 we can consider the stochastic
differential equation

dXϵ,x
t = −U ′(Xϵ,x

t )dt+
√
ϵdWt, Xϵ,x

0 = x.

By adding noise, however small its intensity ϵ may be, transitions between the states ±1
become possible. We then call the states meta-stable, and the domains of attraction lose
their original meaning. However, in the small noise limit, i.e. as ϵ → 0, the particle
starting in one of them will typically, i.e. with high probability, leave this domain in times
depending on ϵ and given by the asymptotic quantities

exp(
2(U(0)− U(−1))

ϵ
) if x ∈]−∞, 0[,

and

exp(
2(U(0)− U(1))

ϵ
) if x ∈]0,∞[.
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CHAPTER 1. INTRODUCTION 3

To show this, Freidlin and Wentzell applied the theory of large deviations for diffusion
processes perturbed by small Gaussian noise. We shall develop the essentials of this theory,
and then present the law of asymptotic exit times, noted before in papers by chemists and
physicists occupied with phenomena of reaction- diffusion. In this context, large deviations
concern the asymptotic behavior of the laws µϵ = P ◦Xϵ,x, as ϵ→ 0. In this case, µϵ lives
on the space of real valued continuous functions defined on R+, endowed with the topology
of uniform convergence on compact subintervals of R+. In general, we let the measures live
on some topological space X with system of Borel sets B.



Chapter 2

Brownian motion via Fourier series

In this Chapter, we shall present Brownian motion in an approach based on Fourier series
with respect to the orthonormal system of Haar functions. This approach will be seen
to open an easy and fast route to large deviations principles for Brownian motion, the
basic noise process added to deterministic dynamical systems to provide the time homoge-
neous randomly perturbed dynamical systems that are the main objects of interest for this
Chapter. In fact, we shall present a direct proof of Schilder’s Theorem which only uses this
Fourier series representation and the large deviation principle for one-dimensional Gaus-
sian variables. The basic idea of this approach for large deviations on function spaces is
triggered by an observation by Ciesielski according to which smoothness properties of func-
tions in Hölder spaces can be studied via a universal Banach space isomorphism through
convergence properties of sequences. We first present Ciesielski’s isomorphism.

2.1 The Ciesielski isomorphism of Hölder and sequence

spaces

For 0 < α ≤ 1 let Cα([0, 1]) be the space of all α-Hölder continuous paths on [0, 1] starting
in 0. This space is a Banach space endowed with the Hölder norm

∥f∥α = sup
0≤t<s≤1

|f(t)− f(s)|
|t− s|α

.

Denote, moreover, by C the Banach space of all bounded sequences η = (ηn)n≥0 endowed
with the norm ||η||∞ = supn≥0 |ηn|. We call two Banach spaces isomorphic if there exists a
one-to-one linear map between the spaces. By means of Fourier decomposition of Hölder
continuous functions with the Schauder basis we first prove that Cα([0, 1]) and C are iso-
morphic. For this purpose we introduce the Haar functions. For t ∈ [0, 1] let χ0(t) ≡ 1
and

χ2k+l(t) =


√
2k if t ∈

[
2l

2k+1 ,
2l+1
2k+1

[
, l = 0, 1, . . . , 2k − 1, k ≥ 0,

−
√
2k if t ∈

[
2l+1
2k+1 ,

2l+2
2k+1

[
,

0 otherwise.
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CHAPTER 2. BROWNIAN MOTION VIA FOURIER SERIES 5

This basis is a complete orthonormal system of L2([0, 1]). The Schauder functions (ϕn)n≥0

are just the primitives of the Haar system, given for t ∈ [0, 1] by

ϕn(t) =

∫ t

0

χn(s)ds.

If f ∈ C([0, 1]) starting in 0 possesses a square integrable density ḟ so that for t ∈ [0, 1] we
have

f(t) =

∫ t

0

ḟ(s)ds,

we can write

ḟ =
∞∑
n=0

⟨χn, ḟ⟩χn,

and therefore

f =
∞∑
n=0

⟨χn, ḟ⟩ϕn.

Indeed, due to the fact that for k ≥ 0 fixed, and 0 ≤ l1, l2 ≤ 2k − 1, l1 ̸= l2 the supports of
the functions ϕ2k+l1 and ϕ2k+l2 are disjoint and the functions uniformly bounded by 2−

k
2
−1,

we may estimate for K ∈ N, q ≥ p ≥ 2K by means of Cauchy-Schwarz’ inequality

||
q∑

n=p

⟨χn, ḟ⟩ϕn|| (2.1)

≤
∞∑
k=K

||
2k−1∑
l=0

⟨χ2k+l, ḟ⟩ϕ2k+l||

≤
∞∑
k=K

sup
0≤l≤2k−1

|⟨χ2k+l, ḟ⟩|2−
k
2
−1

≤
∞∑
k=K

[

∫ 1

0

ḟ 2(s)ds]
1
22−

k
2
−1.

This clearly implies the convergence of the series in the uniform norm. We shall now see
by following Ciesielski [4] that this representation may be extended to Hölder spaces. For
this purpose denote for n = 2k + l

⟨χn, df⟩ =
√
2k[2f(

2l + 1

2k+1
)− f(

2l + 2

2k+1
)− f(

2l

2k+1
)].

This just gives the integral of the function χn with respect to f as an integrator.

Lemma 2.1.1. Let 0 < α ≤ 1, and let f ∈ Cα([0, 1]). Then

f =
∞∑
n=0

⟨χn, df⟩ϕn,

with convergence with respect to the uniform norm.
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Proof. It can be seen easily that f may be approximated in the uniform norm by a sequence
(fm)m∈N of functions possessing square integrable densities (ḟm)m∈N, and with α-Hölder
norms bounded by the one of f . Take for instance a sequence obtained from f by smoothing
with a sequence of smooth approximations of the unit. More precisely, let ρ : [−1, 1] → R+

be a C∞ function such that
∫ 1

−1
ρ(x)dx = 1. For m ∈ N, let ρm = mρ(m·), and fm(t) =∫ 1

−1
f(t − x)ρm(x)dx, t ∈ [0, 1] (here we assume f to be trivially extended continuously to

[−1, 2] by constant branches). Obviously, (fm)m∈N converges to f in the uniform norm,
and for each m, fm possesses a square integrable density ḟm. Moreover, for s, t ∈ [0, 1],m ∈
N, α ∈]0, 1]

|fm(t)− fm(s)|
|t− s|α

≤
∫ 1

−1

|f(t− x)− f(s− x)|
|t− s|α

ϕm(x)dx,

hence ||fm||α ≤ ||f ||α.
Since we know from the above discussion that the desired representations hold for fm

for all m ∈ N, a dominated convergence argument shows that we have to prove

sup
m∈N

||
q∑

n=p

⟨χn, dfm)⟩ϕn|| → 0 as p ≤ q → ∞. (2.2)

To do this, we have to modify the estimate (2.1) a bit. In fact, for any m ∈ N, and
K ∈ N, q ≥ p ≥ 2K we have

||
q∑

n=p

⟨χn, dfm⟩ϕn|| (2.3)

≤
∞∑
k=K

||
2k−1∑
l=0

⟨χ2k+l, dfm⟩ϕ2k+l||

≤
∞∑
k=K

sup
0≤l≤2k−1

|⟨χ2k+l, dfm⟩|2−
k
2
−1

≤
∞∑
k=K

||fm||α2−αk

≤ ||f ||α
∞∑
k=K

2−αk.

The latter expression obviously converges to 0 as K → ∞. This completes the proof.

The following Theorem states that Cα([0, 1]) and C are isomorphic.

Theorem 2.1.2. Let 0 < α < 1. For N ∋ n = 2k + l, k ≥ 0, 0 ≤ l ≤ 2k − 1 let

cn(α) = 2k(α−
1
2
)+α−1, c0(α) = 1.

Define
Tα : Cα([0, 1]) → C, f 7→ (cn(α) ⟨χn, df⟩)n≥0.
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Then

T−1
α : C → Cα([0, 1]), (ηn)n≥0 7→

∞∑
n=0

1

cn(α)
ηn ϕn.

Tα is an isomorphism, and for the operator norms we have the following inequalities

||Tα|| = 1, ||T−1
α || ≤ 2

(2α − 1)(21−α − 1)
.

Proof. By definition, for N ∋ n = 2k + l, k ≥ 0, 0 ≤ l ≤ 2k − 1 we have

|⟨χn, df⟩| ≤ 2−(k+1)α+ k
2
+1||f ||α =

1

cn(α)
||f ||α. (2.4)

Therefore, Tα is well defined, and we have

||Tα|| ≤ 1.

Moreover, for f(t) = t, 0 ≤ t ≤ 1, we have ⟨χ0, df⟩ = 1, while for n ∈ N we have
⟨χn, df⟩ = 0. Hence ||Tαf ||∞ = ||f ||α. This implies ||Tα|| = 1. Lemma 2.1.1 shows that Tα
is one-to-one and that T−1

α is its inverse.
We next prove the inequality for the operator norm of T−1

α . Let η = (ηn)n≥0 ∈ C be
given, choose 0 ≤ s < t ≤ 1, and write f = T−1

α (η). Then we have

|f(t)− f(s)| ≤ ||η||∞[|t− s|+
∞∑
k=0

2k−1∑
l=0

1

c2k+l(α)
|ϕ2k+l(t)− ϕ2k+l(s)|]. (2.5)

Now choose k0 ≥ 0 such that

2−k0−1 < |t− s| ≤ 2−k0 .

Then for 0 ≤ k < k0 by definition of the Schauder functions

2k−1∑
l=0

1

c2k+l(α)
|ϕ2k+l(t)− ϕ2k+l(s)| (2.6)

≤ 2−k(α−
1
2
)−α+1 2

k
2 |t− s|

≤ 2k(1−α)−α+1−k0(1−α) |t− s|α = (21−α)(1+k−k0) |t− s|α,

while for k ≥ k0

2k−1∑
l=0

1

c2k+l(α)
|ϕ2k+l(t)− ϕ2k+l(s)| (2.7)

≤ 2−k(α−
1
2
)−α+1 2−

k
2

≤ 2−kα−α+1+(k0+1)α |t− s|α = (2α)(k0−k) |t− s|α.

Combining (2.5), (2.6) and (2.7), we obtain the estimate

|f(t)− f(s)|
|t− s|α

≤ 2

(2α − 1)(21−α − 1)
||η||∞,
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and therefore

||T−1
α || ≤ 2

(2α − 1)(21−α − 1)
.

The spaces we are ultimately interested in are those in which almost all sample paths of
the Brownian motion are living. We therefore have to extend the isomorphism of Theorem
2.1.2 to the following subspaces of Hölder continuous functions. For 0 < α ≤ 1 let C0

α([0, 1])
be the subspace of C([0, 1]) composed of all functions f for which f(0) = 0 and

lim
δ→0

sup
0≤s<t≤1,|t−s|≤δ

|f(t)− f(s)|
|t− s|α

= 0.

The isomorphism of Theorem 2.1.2 will then be restricted to the subspace C0 of all sequences
η = (ηn)n≥0 in C which converge to 0 as n→ ∞ as a target space. The following Theorem
holds.

Theorem 2.1.3. Let 0 < α < 1. Let cn(α), n ≥ 0, be defined as in Theorem 2.1.2. Define

Tα,0 : C0
α([0, 1]) → C0, f 7→ (cn(α) ⟨χn, df⟩)n≥0.

Then

T−1
α,0 : C0 → C0

α([0, 1]), (ηn)n≥0 7→
∞∑
n=0

1

cn(α)
ηn ϕn.

Tα,0 is an isomorphism, and for the operator norms we have the following inequalities

||Tα,0|| = 1, ||T−1
α,0|| ≤

2

(2α − 1)(21−α − 1)
.

Proof. Note first that (2.4) can be strengthened by definition to read

|⟨χn, df⟩| ≤
1

cn(α)
sup

0≤s<t≤1,|t−s|≤2−k−1

|f(t)− f(s)|
|t− s|α

. (2.8)

Hence, by definition of C0
α([0, 1]), we obviously obtain that Tα,0 is well defined. To prove

that also T−1
α,0 is well defined, we just have a closer inspection of the arguments that led

to the operator norm inequality in the proof of Theorem 2.1.2. First, note that for η =
(ηn)n≥0 ∈ C0, with f = T−1

α,0(η)

|f(t)− f(s)| ≤ [|η0(α)| |t− s|+
∞∑
k=0

2k−1∑
l=0

1

c2k+l(α)
|η2k+l| |ϕ2k+l(t)− ϕ2k+l(s)|]. (2.9)

Now choose again k0 ≥ 0 such that

2−k0−1 < |t− s| ≤ 2−k0 ,
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and denote τn = supk≥n |ηk|. Then for 0 ≤ k < k0

2k−1∑
l=0

1

c2k+l(α)
|η2k+l| |ϕ2k+l(t)− ϕ2k+l(s)| (2.10)

≤ τ2k 2
−k(α− 1

2
)−α+1 2

k
2 |t− s|

≤ τ2k 2
k(1−α)−α+1−k0(1−α) |t− s|α = τ2k (2

1−α)(1+k−k0) |t− s|α,

while for k ≥ k0

2k−1∑
l=0

1

c2k+l(α)
|η2k+l| |ϕ2k+l(t)− ϕ2k+l(s)| (2.11)

≤ τ2k0 2−k(α−
1
2
)−α+1 2−

k
2

≤ τ2k0 2−kα−α+1+(k0+1)α |t− s|α = τ2k0 (2α)(k0−k) |t− s|α.

Hence (2.9), (2.10) and (2.11) imply

|f(t)− f(s)|
|t− s|α

≤ [||η||∞ |t− s|1−α +
∑
k≤k0

τ2k (2
1−α)(1+k−k0) +

1

2α − 1
τ2k0 ].

Now k0 → ∞ as |t− s| → 0. This, however, entails that f ∈ C0
α([0, 1]). All arguments used

in the proof of Theorem 2.1.2 to show the inequalities for the operator norms are valid
here. Just note that the function f(t) = t, 0 ≤ t ≤ 1, is in C0

α([0, 1]).

2.2 The Schauder representation of Brownian motion

We shall now present an approach of the study of one-dimensional Brownian motion which
is close to Wiener’s representation of Brownian motion by Fourier series with trigonometric
functions as a basis. Our basis will be given by the Haar functions and their primitives. In
fact, the trajectories of Brownian motion will be described just as in the preceding section
continuous functions were isomorphically described by sequences. Given a Brownian mo-
tion X indexed by the unit interval, with the same notation as in the preceding section we
write it sample by sample as a series with coefficients ⟨χn, dX⟩, n ∈ N. Due to the scaling
properties and the structure of Haar functions, these random coefficients are i.i.d standard
normal random variables. This, in turn, allows us to construct Brownian motion indexed
by the unit interval by taking any sequence of i.i.d. standard normal variables (Zn)n∈N on
a probability space (Ω,F ,P), and defining the stochastic process

Wt =
∞∑
n=0

Znϕn(t), t ∈ [0, 1]. (2.12)

To get information about the quality of convergence of this Fourier series, we need to
control the size of the random sequence (Zn)n∈N in the following Lemma.
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Lemma 2.2.1. There exists a real valued random variable C such that for n ≥ 2 we have

|Zn| ≤ C
√
lnn. (2.13)

Proof. For x ≥ 1, n ≥ 2 we have

P(|Zn| ≥ x) =

√
2

π

∫ ∞

x

e−
u2

2 du ≤
√

2

π

∫ ∞

x

ue−
u2

2 du =

√
2

π
e−

x2

2 .

Hence for β > 1

P(|Zn| ≥
√

2β lnn) ≤
√

2

π
e−β lnn =

√
2

π
n−β.

Therefore, the lemma of Borel-Cantelli yields that |Zn| ≤
√
2β lnn for almost all n ∈ N

with probability 1. Hence the random variable C = supn≥2
|Zn|√
lnn

is almost surely finite,
and yields the desired inequality.

The preceding Lemma enables us to state that the convergence in (2.12) is absolute and
therefore the process continuous. Its law has the characteristics of the law of a Brownian
motion, as the following Theorem shows.

Theorem 2.2.2. The series in (2.12) converges absolutely in the uniform norm to a con-
tinuous process W which is a Brownian motion on [0, 1].

Proof. Let us first prove the absolute convergence of the series in the uniform norm. This
will evidently imply that W is continuous. Let k, p, q ∈ N be such that q ≥ p ≥ 2k. Then
for t ∈ [0, 1] we have with the random variable C of the preceding Lemma

q∑
n=p

|Zn|ϕn(t) ≤ C

q∑
n=p

√
lnn ϕn(t)

≤ C

∞∑
j=k

2j−1∑
l=0

√
j + 1

√
ln 2 ϕ2j+l(t)

≤ C
∞∑
j=k

√
j + 1 2−

j
2
−1,

which converges to 0 as q, p tend to ∞, independently of t ∈ [0, 1].
To prove that W is a Gaussian process with E(Wt) = 0 and cov(Wt,Ws) = s ∧ t, for

0 ≤ s, t ≤ 1, we first note that the series also converges in square norm. In fact, we have
for t ∈ [0, 1], k, p, q ∈ N such that q ≥ p ≥ 2k by the law properties of Zn, n ≥ 0,

E([
q∑

n=p

Znϕn(t)]
2) =

q∑
n=p

ϕn(t)
2 ≤

∞∑
j=k

2−j−2,

which converges to 0 as p, q → ∞. Next, let d ∈ N, 0 ≤ t1 < · · · < td ≤ 1, and
ϑ = (ϑ1, · · · , ϑd) ∈ Rd be given. We compute the Fourier transform φ(ϑ) of the vec-
tor (Wt1 , · · · ,Wtd) at ϑ. We have by dominated convergence and the law properties of
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Zn, n ≥ 0, again

φ(ϑ) = E(exp(i
d∑
j=1

ϑjWtj))

= E(exp(i
d∑
j=1

ϑj

∞∑
n=0

Znϕn(tj)))

=
∞∏
n=0

E(exp(iZn
d∑
j=1

ϑjϕn(tj)))

=
∞∏
n=0

exp(−1

2
(
d∑
j=1

ϑjϕn(tj))
2)

= exp(−1

2

∞∑
n=0

(
d∑
j=1

ϑjϕn(tj))
2)

= exp(−1

2

d∑
j,k=1

ϑjϑk

∞∑
n=0

ϕn(tj)ϕn(tk)).

Now observe that Parseval’s equation implies for 1 ≤ j, k ≤ d

tj ∧ tk = ⟨1[0,tj ], 1[0,tk]⟩ =
∞∑
n=0

⟨1[0,tj ], χn⟩ ⟨1[0,tk], χn⟩ =
∞∑
n=0

ϕn(tj)ϕn(tk).

Therefore we finally obtain

φ(ϑ) = exp(−1

2

d∑
j,k=1

ϑjϑk tj ∧ tk).

But this means that (Wt1 , · · · ,Wtd) is Gaussian with expectation vector 0 and covariance
matrix C with entries cjk = tj ∧ tk, 1 ≤ j, k ≤ d. It is easy to see that these properties
imply that the processW possesses independent increments which are Gaussian with mean
0 and variance corresponding to the length of the increment intervals. This, however,
characterizes a Brownian motion.

The usual one-dimensional Brownian motion W = (Wt)t≥0 can now be introduced by
starting with a sequence of independent Brownian motions (W n)n∈N indexed by the unit
interval and given by the construction discussed above on the basis of Schauder represen-
tations. Then we can evidently set

Wt =

[t]∑
k=1

W k
1 +W

[t]+1
t−[t] , t ≥ 0.

And finally, the d-dimensional Brownian motion W = (W 1, · · · ,W d) is just a d-tuple of
independent one-dimensional Brownian motions indexed by R+.

We now use the Schauder representation of Brownian motion to show its Hölder conti-
nuity properties.
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Theorem 2.2.3. The Brownian motion W = (Wt)0≤t≤1 is Hölder continuous of order
α < 1/2. Its trajectories are a.s. nowhere Hölder continuous of order α > 1/2. Moreover
we have (Lévy’s modulus of continuity)

P
(

sup
0≤s<t≤1

|Wt −Ws|
h(|t− s|)

<∞
)
= 1, (2.14)

where h(u) =
√
u log(1/u), u > 0. In particular, for α < 1

2
, the trajectories of W are P-a.s.

contained in the space C0
α([0, 1]).

Proof. Let first α ∈]0, 1[, (cn)n≥0 be a sequence of real numbers for which there exists c ∈ R
such that for n = 2k + l, 0 ≤ l ≤ 2k − 1 we have

|cn| ≤ c
√
k.

Let

f(t) =
∞∑
n=0

cn ϕn(t), t ∈ [0, 1].

We shall prove that sup0≤s<t≤1
|f(t)−f(s)|
h(|t−s|) < ∞. Due to Lemma 2.2.1, this will imply the

claimed formula. In fact, due to the continuity properties of ϕ0, we may assume that
c0 = 0. Then for 0 ≤ s < t ≤ 1

|f(t)− f(s)| ≤
∞∑
k=0

2k−1∑
l=0

|c2k+l| |ϕ2k+l(t)− ϕ2k+l(s)|. (2.15)

Now choose k0 ≥ 0 such that

2−k0−1 < |t− s| ≤ 2−k0 .

Then for 0 ≤ k < k0

2k−1∑
l=0

|c2k+l| |ϕ2k+l(t)− ϕ2k+l(s)| (2.16)

≤ c
√
k 2

k
2 |t− s|

≤ c
√
k 2

k−k0
2 |t− s|

1
2

≤ c√
ln 2

√
k

k0
2

k−k0
2

√
|t− s| ln 1

|t− s|
,

while for k ≥ k0

2k−1∑
l=0

|c2k+l| |ϕ2k+l(t)− ϕ2k+l(s)| (2.17)

≤ c
√
k 2−

k
2

≤ c√
ln 2

√
k

k0
2

k0+1−k
2

√
|t− s| ln 1

|t− s|
.
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It is easy to see, for instance by estimating
∫∞
a

√
x2−xdx, and

∫ a
1

√
x2xdx for a ≥ 1 using

integration by parts that the sum in k of the two estimates can be taken and yields a finite
upper bound which does not depend on k0. Hence (2.15), (2.16) and (2.17) imply

|f(t)− f(s)|√
|t− s| ln 1

|t−s|

≤ c′,

for some constant c′ independent of s and t. This implies the desired inequality, and all
claims about Hölder continuity for α < 1

2
.

Let us next fix α > 1
2
. For c > 0, ϵ > 0 let

G(α, c, ϵ) = {ω ∈ Ω : ∃ s ∈ [0, 1] ∀ t ∈ [0, 1], |s− t| ≤ ϵ : |Wt(ω)−Ws(ω)| ≤ c|s− t|α}.

We will show that P(G(α, c, ϵ)) = 0 for all c, ϵ > 0, and thus that W is a. s. nowhere
Hölder continuous of order α. To this end, for all m,n ∈ N,m ≤ n, and 0 ≤ k < n let

Xm,k = max{|W j
n
−W j+1

n
| : k ≤ j < m+ k}.

Let ω ∈ G(α, c, ϵ). Choose n ∈ N so that m
n
≤ ϵ. Let s ∈ [0, 1] be given such that for all

t ∈ [0, 1] satisfying |s− t| ≤ ϵ we have |Wt(ω)−Ws(ω)| ≤ c|s− t|α. Choose 0 ≤ k ≤ n−m
such that k

n
≤ s < k+m

n
. Then for k ≤ j < k +m

|W j
n
(ω)−W j+1

n
(ω)| ≤ |W j

n
(ω)−Ws(ω)|+ |Ws(ω)−W j+1

n
(ω)|

≤ c| j
n
− s|α + c|s− j + 1

n
|α ≤ 2c(

m

n
)α.

This proves that

G(α, c, ϵ) ⊂ { min
0≤k≤n−m

Xm,k ≤ 2c(
m

n
)α}. (2.18)

Let us now estimate the probability of the latter set. Indeed, we have using independence
and stationarity of the laws of the increments of W , and its scaling properties

P( min
0≤k≤n−m

Xm,k ≤ 2c(
m

n
)α) ≤ nP(Xm,1 ≤ 2c(

m

n
)α)

≤ nP(|W 1
n
| ≤ 2c(

m

n
)α)m

= nP(|W1| ≤ 2c
√
n(
m

n
)α)m

≤ n[

√
2

π
2c
√
n(
m

n
)α]m = n1+( 1

2
−α)m[

√
2

π
2cmα]m.

Now choose m so that 1 + (1
2
− α)m < 0. Then let n→ ∞ to obtain that

P(G(α, c, ϵ)) = 0,

as desired.



Chapter 3

The large deviation principle

In this course we shall mainly be concerned with the calculation of large deviation rates
for diffusion processes Xϵ derived from dynamical systems perturbed by additive Brownian
noise of small intensity ϵ. The rates will be calculated in two steps: first we shall establish
the large deviations principle for small Brownian motion

√
ϵW . In a second step diffusions

will be considered as continuous maps of Brownian motion, and large deviations principles
transferred via the contraction principle. In this Chapter, we shall prepare these steps by
discussing the general framework of large deviations theory.

3.1 Concept and basic properties

To state the large deviation principle, and investigate its basic properties, let (µϵ)ϵ>0 be a
family of probability measures on a topological (Hausdorff) space (X,B) (B is the Borel
σ-algebra). Think of µϵ as the law of

√
ϵW or Xϵ, ϵ > 0. And think of the topological

space X as C([0, 1]) or a Hölder space C0
α([0, 1]), in which the functions vanish at 0. The

principle concerns the limiting behavior of exponential rates of (µϵ)ϵ>0 as ϵ → 0 in terms
of a rate function.

Definition 3.1.1. A rate function is a lower semicontinuous function I : X → [0,∞], i.e.
for all α ∈ [0,∞[, the level sets

ΨI(α) = {x ∈ X : I(x) ≤ α}

are closed. I is called good rate function, if all level sets are compact.

Remark
If the topology of X has a countable basis, lower semicontinuity of I is equivalent to the
property

lim inf
n→∞

I(xn) ≥ I(x)

for all sequences (xn)n∈N ⊂ X converging to x ∈ X.

Definition 3.1.2. Let I be a rate function. A family of probability measures (µϵ)ϵ>0 on
(X,B) satisfies the large deviation principle (LDP) with rate function I if for all Γ ∈ B

14
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we have

− inf
x∈Γo

I(x) ≤ lim inf
ϵ→0

ϵ log µϵ(Γ) ≤ lim sup
ϵ→0

ϵ log µϵ(Γ) ≤ − inf
x∈Γ

I(x).

Here Γo resp. Γ denote the open kernel resp. the closed hull of Γ.

The following equivalent characterization is evident, but often more practical to prove.

Remark 1
(µϵ)ϵ>0 satisfies a LDP with rate function I iff the following conditions are satisfied.

(a) For every α <∞ and every Γ ∈ B such that infx∈Γ I(y) ≥ α we have

lim sup
ϵ→0

ϵ log µϵ(Γ) ≤ −α.

(b) For x ∈ X with I(x) <∞ and any Γ ∈ B with x ∈ Γo we have

lim inf
ϵ→0

ϵ log µϵ(Γ) ≥ −I(x).

Remark 2
Let (µϵ)ϵ>0 be a family of probability measures, I a rate function. Then the LDP is
equivalent to the following statements:

(a) for any closed set F ⊂ X we have

lim sup
ϵ→0

ϵ log µϵ(F ) ≤ − inf
x∈F

I(x),

(b) for any open set G ⊂ X we have

lim inf
ϵ→0

ϵ log µϵ(G) ≥ − inf
x∈G

I(x).

Proof. 1. The LDP evidently implies (a) and (b).
2. Assume that (a) and (b) are satisfied, and let Γ ∈ B. By (a) we have

lim sup
ϵ→0

ϵ log µϵ(Γ) ≤ lim sup
ϵ→0

ϵ log µϵ(Γ) ≤ − inf
x∈Γ

I(x).

By (b) we have

lim inf
ϵ→0

ϵ log µϵ(Γ) ≥ lim inf
ϵ→0

ϵ log µϵ(Γ
o) ≥ − inf

x∈Γo
I(x).

Combining the two inequalities gives the defining property.

Definition 3.1.3. We say that (µϵ)ϵ>0 satisfies a weak LDP with rate function I, if (a)
for compact instead of closed sets and (b) of the preceding remark are satisfied.

In practise, one often has the validity of the weak LDP. To conclude from this the
validity of the LDP, some appropriate tightness condition is needed.
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Definition 3.1.4. A family (µϵ)ϵ>0 is said to be exponentially tight if for every α < ∞
there exists a compact set Kα ⊂ X such that

lim sup
ϵ→0

ϵ log µϵ(K
c
α) < −α.

We show how exponential tightness can be used to deduce a LD principle.

Lemma 3.1.1. Let (µϵ)ϵ>0 be an exponentially tight family of probability measures. Then
we have:

(a) The condition ( lower bound)

lim sup
ϵ→0

ϵ log µϵ(K) ≤ − inf
x∈K

I(x), K ⊂ X compact

implies the lower bound for closed sets F ⊂ X.
(b) The condition ( upper bound)

lim sup
ϵ→0

ϵ log µϵ(G) ≥ − inf
x∈G

I(x), G ⊂ X open

implies that I is a good rate function.

Proof. 1. Let F ⊂ X be closed, and α < ∞ such that infx∈F I(x) ≥ α. Choose Kα

according to the definition of exponential tightness. Then for any ϵ > 0

µϵ(F ) ≤ µϵ(F ∩Kα) + µϵ(K
c
α).

Now, for a, b : R+ → R+, due to ln(a(ϵ)+b(ϵ)) ≤ ln(2a(ϵ))∨ ln(2b(ϵ)) = ln(a(ϵ))∨ ln(b(ϵ))+
ln 2 we have limϵ→0 ϵ ln(a(ϵ)+b(ϵ)) ≤ limϵ→0 ϵ ln(a(ϵ))∨ln(b(ϵ)) and therefore by hypothesis
applied to F ∩Kα

lim sup
ϵ→0

ϵ log µϵ(F ) ≤ lim sup
ϵ→0

ϵ log[µϵ(F ∩Kα) + µϵ(K
c
α)]

≤ lim sup
ϵ→0

ϵ log[µϵ(F ∩Kα)] ∨ lim sup
ϵ→0

ϵ log[µϵ(K
c
α)]

= [lim sup
ϵ→0

ϵ log[µϵ(F ∩Kα)]

≤ − inf
x∈F∩Kα

I(x) ≤ − inf
x∈F

I(x).

2. For α < ∞ let Kα be chosen according to the definition of exponential tightness.
We have to show that ΨI(α) is compact. Apply the lower bound to the open set Kc

α. Then
we have

− inf
x∈Kc

α

I(x) ≤ lim inf
ϵ→0

ϵ log µϵ(K
c
α) < −α,

i.e.
inf
x∈Kc

α

I(x) > α,

which means that I(x) ≤ α implies x ∈ Kα. Hence ΨI(α) ⊂ Kα is compact.
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3.2 Construction of LDP from exponential rates of

elementary sets

Large deviations principles state exponential rates for all open and closed sets of a topolog-
ical space. Suppose that originally the exponential rates are only known for some simple
sets for instance belonging to a basis of the topology. We shall now give a sufficient crite-
rion under which from those rates one can obtain an LDP. In fact, we start with discussing
a weak LDP.

Theorem 3.2.1. Let G0 be a collection of open sets in the topology of (X,B) such that for
each open set G and each y ∈ G there is G0 ∈ G0 such that y ∈ G0 ⊂ G, I a rate function,
(µϵ)ϵ>0 a family of probability measures. Assume that for every G ∈ G0 we have

− inf
x∈G

I(x) = lim
ϵ→0

ϵ lnµϵ(G).

Then (µϵ)ϵ>0 satisfies a weak LDP with rate function I.

Proof. Let us first establish the lower bound. In fact, let G be an open set. Choose x ∈ G,
and a basis set G0 such that x ∈ G0 ⊂ G. Then evidently

lim inf
ϵ→0

ϵ lnµϵ(G) ≥ lim inf
ϵ→0

ϵ lnµϵ(G0) = − inf
y∈G0

I(y) ≥ −I(x).

Now the lower bound follows readily by taking the sup of −I(x), x ∈ G, on the right hand
side, the left hand side not depending on x.

For the upper bound, fix a compact subset K of X. For δ > 0 denote

Iδ(x) = (I(x)− δ) ∧ 1

δ
, x ∈ X.

For any x ∈ K, use the lower semicontinuity of I, more precisely that {y ∈ X : I(y) >
Iδ(x)} is open to choose a set Gx ∈ G0 such that

−Iδ(x) ≥ lim sup
ϵ→0

ϵ lnµϵ(Gx).

Use compactness of K to extract from the open cover K ⊂ ∪x∈KGx a finite subcover
K ⊂ ∪ni=1Gxi . Then with an argument as in the proof of Lemma 3.1.1 we obtain

lim sup
ϵ→0

ϵ lnµϵ(K) ≤ max
1≤i≤n

lim sup
ϵ→0

ϵ lnµϵ(Gxi) ≤ − min
1≤i≤n

Iδ(xi) ≤ − inf
x∈K

Iδ(x).

Now let δ → 0, to complete the proof.

Corollary 3.2.1. Let G0 be a collection of open sets in the topology of (X,B) such that for
each open set G and each y ∈ G there is G0 ∈ G0 such that y ∈ G0 ⊂ G, I a rate function,
(µϵ)ϵ>0 an exponentially tight family of probability measures. Assume that for every G ∈ G0

we have
− inf

x∈G
I(x) = lim

ϵ→0
ϵ lnµϵ(G).

Then (µϵ)ϵ>0 satisfies an LDP with good rate function I.

Proof. Apply Lemma 3.1.1 to Theorem 3.2.1.
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3.3 Transformations of LDP

Assume we have established an LDP for a family of probability measures (µϵ)ϵ>0 on a
topological space (X,B), and f : X → Y is a continuous map to a topological (Hausdorff)
space (Y,C). Then we will show that the family (νϵ = µϵ ◦ f−1 : ϵ > 0) also satisfies an
LDP.

Theorem 3.3.1 (contraction principle). Let (X,B), (Y,C) be topological spaces, and f :
X → Y a continuous mapping. Let I : X → [0,∞] be a good rate function.

(a) For y ∈ Y let
I ′(y) = inf{I(x) : x ∈ X, y = f(x)}.

Then I ′ is a good rate function on Y.
(b) Suppose (µϵ)ϵ>0 satisfies an LDP with rate function I, and νϵ = µϵ ◦ f−1, ϵ > 0.

Then (νϵ)ϵ>0 satisfies an LDP with respect to the rate function I ′.

Proof. (a) We have to show: For α <∞ we have

ΨI′(α) = {y ∈ Y : I ′(y) ≤ α} is compact.

In fact, we have by continuity of f and definition f−1({y}) ∩ ΨI(α + ϵ) ̸= ∅ for any ϵ > 0
and thus by compactness

ΨI′(α) ⊂ f(ΨI(α)),

while the opposite inclusion is trivial. Since f is continuous and ΨI(α) compact, the
compactness of ΨI′(α) follows.

(b) Let H ⊂ Y be open. Then f−1(H) ⊂ X is open, and we have

lim inf
ϵ→0

ϵ log νϵ(H) = lim inf
ϵ→0

ϵ log µϵ(f
−1(H))

≥ − inf
x∈f−1(H)

I(x) = − inf
y∈H

inf
x∈f−1(y)

I(x) = − inf
y∈H

I ′(y).

An analogous statement holds for closed sets.

Can we get a similar transfer of large deviation principles in the other direction? This
question becomes relevant for example in the context of different topologies on the same
topological space. Under which additional assumptions can the LDP be transferred from
the coarser to a finer topology?

Theorem 3.3.2 (inverse contraction principle). Let (X,B), (Y,C) be topological spaces,
and g : Y → X a continuous bijection. Let (νϵ)ϵ>0 be a family of probability measures on
(Y,C) which is exponentially tight. Let µϵ = νϵ ◦ g−1, ϵ > 0. If (µϵ)ϵ>0 satisfies a LDP with
rate function I, then (νϵ)ϵ>0 satisfies an LDP with rate function I ′ = I ◦ g.

Proof. 1. We prove: I ′ is a rate function.
In fact, let α <∞ be given. Then

ΨI′(α) = {y ∈ Y : I ′(y) ≤ α} = {y ∈ Y : I(g((y)) ≤ α} = g−1(ΨI(α)).

Since ΨI(α) is closed and g continuous, ΨI′(α) is closed. Hence I
′ is a rate function.



CHAPTER 3. THE LARGE DEVIATION PRINCIPLE 19

2. To prove a LDP for (νϵ)ϵ>0, according to the exponential tightness of the family and
Lemma 3.1.1 all we have to establish is the lower bound and the upper bound for compact
sets.

(a) We show:

lim sup
ϵ→0

ϵ log νϵ(K) ≤ − inf
y∈K

I ′(y), K ⊂ Y compact.

Let K ⊂ Y be compact. Since g is a continuous bijection, we have

lim sup
ϵ→0

ϵ log νϵ(K) = lim sup
ϵ→0

ϵ log νϵ ◦ g−1(g((K)))

= lim sup
ϵ→0

ϵ log µϵ(g(K)) ≤ − inf
x∈g(K)

I(x)

= − inf
y∈K

I ′(y).

(b) We show: For y ∈ Y, and G open such that y ∈ G we have

lim inf
ϵ→0

ϵ log νϵ(G) ≥ −I ′(y).

Once this is established, the lower bound follows readily by taking the sup of −I ′(y), y ∈ G,
on the right hand side, the left hand side not depending on y.

So let y ∈ Y, and G open with y ∈ G. Let α = I ′(y) = I(g(y)). Choose Kα ⊂ Y
compact such that

lim sup
ϵ→0

ϵνϵ(K
c
α) < −α.

Since by the continuous bijection property of g we have g(Kα)
c ⊂ X open, we may infer

from the LDP for (µϵ)ϵ>0

− inf
x∈g(Kc

α)
I(x) ≤ lim sup

ϵ→0
ϵνϵ(K

c
α) < −α.

Hence in particular g(y) ∈ g(Kα). Moreover, g is a homeomorphism on Kα. Now the
identity is a continuous map from g(Kα) to X with the induced topology. Hence by
Theorem 3.3.1 the family (µϵ)ϵ>0, restricted to g(Kα) satisfies an LDP. And so

lim inf
ϵ→0

ϵ log νϵ(G ∩Kα) = lim inf
ϵ→0

ϵ log µϵ(g(G ∩Kα) ≥ −I ′(y).

Hence

lim inf
ϵ→0

ϵ log νϵ(G) ≥ lim inf
ϵ→0

ϵ log νϵ(G ∩Kα)

= ≥ −I ′(y).

This completes the proof.

As a corollary, we note that exponential tightness helps to transfer an LDP from a
coarser to a finer topology.
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Corollary 3.3.1. Let X be a set with two topologies τ1 and τ2 such that τ2 ⊂ τ1. Denote
the Borel sets with respect to τ1 by B, those with respect to τ2 by C. Let (µϵ)ϵ>0 be an
exponentially tight family of probability measures on (X,C). If (µϵ)ϵ>0 satisfies an LDP
with respect to τ2, it satisfies an LDP with respect to τ1.

Proof. Let g : X → X be the identity. g is a continuous bijection from the finer to the
coarser topology. Now apply the Theorem.

We next consider the situation in which two families of measures are given which
describe the laws of families of processes. If the processes are asymptotically close in
the sense of the following definition, we can prove that large deviations principles are
transferred from one family to the other.

Definition 3.3.1. Let (Ω,F , P ) be a probability space, (Y,B) a metric measure space
with metric d. For any ϵ > 0 let Zϵ, Z̃ϵ, be Y-valued random variables with joint law
Pϵ = P ◦ (Zϵ, Z̃ϵ)

−1, and laws µϵ = P ◦ Z−1
ϵ , µ̃ϵ = P ◦ Z̃−1

ϵ . We call (Zϵ)ϵ>0 and (Z̃ϵ)ϵ>0

exponentially equivalent if for every δ > 0, setting

Γδ = {(y, z) ∈ Y ×Y : d(y, z) > δ},

and supposing that d(Zϵ, Z̃ϵ) be measurable, we have

lim sup
ϵ→0

ϵ logPϵ(Γδ) = lim sup
ϵ→0

ϵ logP (d(Zϵ, Z̃ϵ) > δ) = −∞.

In this case the families (µϵ)ϵ>0 and (µ̃ϵ)ϵ>0 are also called exponentially equivalent.

Let us now show that exponentially equivalent families are not distinguished by the
LDP.

Theorem 3.3.3. Let (Y,B) be a metric measurable space with metric d, (µϵ)ϵ>0 a family
of probability measures which satisfies an LDP with good rate function I on (Y,B). Let
(µ̃ϵ)ϵ>0 be exponentially equivalent to (µϵ)ϵ>0. Then also (µ̃ϵ)ϵ>0 satisfies an LDP with good
rate function I.

Proof. The proof will be divided into 4 steps.
1. We show: for any y ∈ Y

I(y) = − inf
δ>0

lim sup
ϵ→0

ϵ log µ̃ϵ(Kδ(y)) = − inf
δ>0

lim inf
ϵ→0

ϵ log µ̃ϵ(Kδ(y)).

Let δ > 0, y ∈ Y be given. For any ϵ > 0 we have

µϵ(Kδ(y)) ≤ µ̃ϵ(K2δ(y)) + Pϵ(Γδ).

The lower bounds in the LDP for µϵ further reveal

− inf
z∈Kδ(y)

I(z) ≤ lim inf
ϵ→0

ϵ log µϵ(Kδ(y))

≤ lim inf
ϵ→0

ϵ log[µ̃ϵ(K2δ(y)) + Pϵ(Γδ)]

≤ max{lim inf
ϵ→0

ϵ log µ̃ϵ(K2δ(y)), lim inf
ϵ→0

ϵ logPϵ(Γδ)}.
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Since (µϵ)ϵ>0 is exponentially equivalent to (µ̃ϵ)ϵ>0, we further obtain

− inf
z∈Kδ(y)

I(z) ≤ lim inf
ϵ→0

ϵ log µ̃ϵ(K2δ(y)).

Repeating the arguments leading to this estimate with the roles of Z̃ϵ and Zϵ reversed gives

− inf
z∈K2δ(y)

I(z) ≥ lim sup
ϵ→0

ϵ log µ̃ϵ(Kδ(y)).

Now, noting that K2δ(y) ⊂ K3δ(y), we may take the infδ>0 on both sides of the preceding
inequalities, and recall the lower semicontinuity of I, to get for ρ > 0

I(y) ≥ sup
δ>0

inf
z∈Kδ(y)

I(z) ≥ I(y)− ρ,

and hence

−I(y) ≤ inf
δ>0

lim inf
ϵ→0

ϵ log µ̃ϵ(Kδ(y)) ≤ inf
δ>0

lim sup
ϵ→0

ϵ log µ̃ϵ(Kδ(y)) ≤ −I(y).

This proves the claim.

2. We show: for y ∈ Y, and G ⊂ Y open with y ∈ G we have

−I(y) ≤ lim inf
ϵ→0

ϵ log µ̃ϵ(G),

remarking that this statement implies the LDP lower bound for (µ̃ϵ)ϵ>0.
To see this, use part 1. and the fact that due to y ∈ G there exists δ > 0 such that

Kδ(y) ⊂ G to deduce

−I(y) = inf
δ>0

lim sup
ϵ→0

ϵ log µ̃ϵ(Kδ(y)) ≤ lim inf
ϵ→0

ϵ log µ̃ϵ(G).

This is the claimed estimate.
3. Fix F ⊂ Y closed, and δ > 0. Let F δ = {z ∈ Y : d(z, F ) ≤ δ}. We show:

lim sup
ϵ→0

ϵ log µ̃ϵ(F ) ≤ − inf
y∈F δ

I(y).

To see this, note that for ϵ > 0 we have

µ̃ϵ(F ) ≤ µϵ(F
δ) + Pϵ(Γδ).

Now apply the upper bound of the LDP for µϵ to get

lim sup
ϵ→0

ϵ log µ̃ϵ(F ) ≤ lim sup
ϵ→0

ϵ log[µϵ(F
δ) + Pϵ(Γδ)]

≤ max{lim sup
ϵ→0

ϵ log µϵ(F
δ), lim sup

ϵ→0
ϵ logPϵ(Γδ)}

≤ max{− inf
y∈F δ

I(y), lim sup
ϵ→0

ϵ logPϵ(Γδ)}.
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Since (µϵ)ϵ>0 is exponentially equivalent to (µ̃ϵ)ϵ>0, we obtain

lim sup
ϵ→0

ϵ log µ̃ϵ(F ) ≤ − inf
y∈F δ

I(y).

4. We prove: for F ⊂ Y closed

inf
y∈F

I(y) = lim
δ→0

inf
y∈F δ

I(y).

Note that, together with 3., this implies the upper bound for F ⊂ Y closed.
Let η > 0. We need to show:

γ = lim
δ→0

inf
y∈F δ

I(y) ≥ inf
y∈F

I(y)− η.

Assume, avoiding a trivial case, that γ < ∞. Let α = η + γ. Then for any δ > 0 we have
infy∈F δ I(y) ≤ α, hence by definition

F δ ∩ΨI(α) ̸= ∅.

These sets being compact since I is a good rate function, we obtain

F ∩ΨI(α) = ∩δ>0[F
δ ∩ΨI(α)] ̸= ∅.

This translates into
inf
y∈F

I(y) ≤ α,

and hence into the claimed inequality.



Chapter 4

Large deviations for Brownian
motion

In this Chapter, we shall establish a large deviation principle for d-dimensional Brownian
motion. This will serve in the subsequent section to derive a large deviation principle
for diffusions driven by additive noise, via the contraction principle. The large deviation
principle for Brownian motion is usually referred to as Schilder’s theorem. Our method to
prove this Theorem takes its motivation from the Fourier series representation of Brownian
motion discussed in Chapter 2. In fact, Ciesielski’s isomorphism underlying this represen-
tation will enable us to reduce the argument for Schilder’s Theorem to the large deviation
principle for one-dimensional Gaussian random variables.

4.1 Large deviations for one-dimensional Gaussian ran-

dom variables

The large deviation rate for a one-dimensional Gaussian unit random variable can be
directly calculated. Consider a random variable Z with standard normal law, and let µϵ
be the law of

√
ϵZ. Then the following statement holds.

Theorem 4.1.1. Let

I(x) =
x2

2
, x ∈ R.

Then for any open set G ⊂ R and any closed set F ⊂ R we have

− inf
x∈G

I(x) ≤ lim inf
ϵ→0

ϵ log µϵ(G),

− inf
x∈F

I(x) ≥ lim sup
ϵ→0

ϵ log µϵ(F ).

Proof. We argue for a closed set F ⊂ R. Let a = inf{|x| : x ∈ F}. Note that the case a = 0
is trivial. We may therefore assume that a > 0. By symmetry we may further assume that
there exists b ≥ a such that F ⊂]−∞,−b] ∪ [a,∞[. Hence for ϵ > 0

µϵ(F ) ≤ µϵ([a,∞[) + µϵ(]−∞,−b]) ≤ 2√
2π

∫ ∞

a√
ϵ

exp(−x
2

2
)dx.

23
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For u > 1 we have∫ ∞

u

exp(−x
2

2
)dx ≤

∫ ∞

u

x exp(−x
2

2
)dx = exp(−1

2
u2).

Hence for ϵ < a2

ϵ lnµϵ(F ) ≤ ϵ[ln(
2√
2π

)− a2

2ϵ
],

and therefore

lim sup
ϵ→0

ϵ log µϵ(F ) ≤ −a
2

2
= − inf

x∈F
I(x).

For open sets we need a different inequality. In fact, integration by parts gives for u > 1∫ ∞

u

exp(−x
2

2
)dx =

1

u
exp(−1

2
u2)−

∫ ∞

u

1

x2
exp(−x

2

2
)dx,

hence
1

u
exp(−1

2
u2) ≤ (1 +

1

u2
)

∫ ∞

u

exp(−x
2

2
)dx

and
u

1 + u2
exp(−1

2
u2) ≤

∫ ∞

u

exp(−x
2

2
)dx.

Now let G ⊂ R be open, y ∈ G. By symmetry, we may assume that y > 0. Let, moreover,
a, b > 0 such that y ∈]a, b[⊂ G. Then, for ϵ small enough we have

µϵ(G) ≥ µϵ(]a,∞[)− µϵ([b,∞[) ≥ 1√
2π

[

a√
ϵ

1 + a2

ϵ

exp(−a
2

2ϵ
)− exp(− b

2

2ϵ
)]

≥ 1√
2π

a
2
√
ϵ

1 + a2

ϵ

exp(−a
2

2ϵ
).

Therefore

lim inf
ϵ→0

ϵ lnµϵ(G) ≥ −a
2

2
≥ −y

2

2
= −I(y).

This implies the lower bound.

4.2 Large deviations for one-dimensional Brownian

motion in Hölder space

In this section we use the Fourier series decomposition of one-dimensional Brownian motion
in Hölder space C0

α([0, 1]) of order α <
1
2
, and Ciesielski’s isomorphism mapping this space

to a sequence space, to derive a large deviations principle for Brownian motion with respect
to the topology of Hölder space. This remarkable approach was presented in Baldi and
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Roynette [3]. Let W be a one-dimensional Brownian motion indexed by [0, 1], described
by

W =
∞∑
n=0

Zn ϕn,

with a sequence (Zn)n≥0 of i.i.d standard normal variables, and the Schauder functions
(ϕn)n≥0, as described in section 2. Recall the Haar functions (χn)n≥0 and the sequences
(cn(α))n≥0 appearing in Ciesielski’s isomorphism in Theorem 2.1.2 for 0 < α < 1, given by

cn(α) = 2k(α−
1
2
)+α−1, c0(α) = 1, (4.1)

if n = 2k + l for 0 ≤ l < 2k. We investigate the asymptotic behavior of the family of
probability measures (µϵ)ϵ>0, where µϵ is the law of

√
ϵW , ϵ > 0.We remark that according

to Theorem 2.2.3 for any ϵ > 0, 0 < α < 1
2
we have

µϵ(C0
α([0, 1])) = 1. (4.2)

Note also that the separability of C0 is translated into separability of C0
α([0, 1]) by Ciesielski’s

isomorphism of Theorem 2.1.3, while Theorem 2.1.2 yields that Cα([0, 1]) is not separable.
The large deviation rates for Brownian motion will crucially depend on the following

function space, the Cameron-Martin space of absolutely continuous functions.

Definition 4.2.1. Let

H1 =
{
f : [0, 1] → R, f(0) = 0, f abs. cont. with density ḟ ∈ L2([0, 1])

}
=

{∫ t

0

ḟ(s)ds, ḟ ∈ L2([0, 1])
}
. (4.3)

By means of (4.3) we can define the rate function for Brownian motion.

Definition 4.2.2. Let

I(f) =

{
1
2

∫ 1

0
(ḟ)2(u)du, if f ∈ H1,

∞, otherwise.
(4.4)

The following Theorem can be considered a version of Schilder’s Theorem with respect
to a finer topology, proved for sets of a basis of the Hölder space topology first. For
δ > 0, ξ ∈ C denote B∞

δ (ξ) the ball of radius δ in the topology of C. We consider the basic
collection of sets T−1

α,0(B
∞
δ (Tα,0(ψ))) for ψ ∈ Cα

0 ([0, 1]).

Theorem 4.2.1. Let 0 < α < 1/2, δ > 0 and ψ ∈ (C0
α([0, 1]), ∥ · ∥α). Then with the rate

function I defined by (4.4)

lim
ϵ→0

ϵ lnµϵ(T
−1
α,0(B

∞
δ (Tα,0(ψ)))) = − inf

f∈T−1
α,0(B

∞
δ (Tα,0((ψ)))

I(f), (4.5)

lim
ϵ→0

ϵ lnµϵ(T
−1
α,0(B

∞
δ (Tα,0((ψ)))) = − inf

f∈T−1
α,0(B

∞
δ (Tα,0(ψ)))

I(f). (4.6)
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Proof. We give the arguments for (4.5). The proof of (4.6) is almost identical.
1. We use the Schauder representation of Brownian motionW and the function ψ given

by

W =
∑
n≥0

Znϕn and ψ =
∑
n≥0

ξn
cn(α)

ϕn. (4.7)

We recall the inverse of Ciesielski’s isomorphism

T−1
α,0 : C0 → C0

α([0, 1]), (ηn)n≥0 7→
∞∑
n=0

1

cn(α)
ηn ϕn,

and remark that the sequence (ξn)n≥0 in the representation of ψ just satisfies Tα,0(ψ) =
(ξn)n≥0, while Tα,0(

√
ϵW ) = (

√
ϵcn(α)Zn)n≥0. We therefore have

√
εW ∈ T−1

α,0(B
∞
δ (ξ) ⇐⇒ sup

n≥0
|
√
εcn(α)Zn − ξn| < δ.

Hence
(
√
εW )−1[T−1

α,0(B
∞
δ (ξ)] =

∩
n≥0

{√
εcn(α)Zn ∈]ξn − δ, ξn + δ[

}
.

Since (Zn)n≥0 is a family of independent random variables, we obtain for ϵ > 0

µϵ(T
−1
α,0(B

∞
δ (ξ))) =

∏
n≥0

P
(√

εcn(α)Zn ∈]ξn − δ, ξn + δ[
)
=

∏
n≥0

Pn(ε). (4.8)

We split the sequence of probabilities (Pn(ε))n≥0 into four different parts to be treated
separately:

Λ1 =
{
n ≥ 0 : 0 /∈ [ξn − δ, ξn + δ]

}
,

Λ2 =
{
n ≥ 0 : ξn = ±δ

}
,

Λ3 =
{
n ≥ 0 : [ξn − δ, ξn + δ] ⊃

[
− δ

2
, δ
2

]}
,

Λ4 = (Λ3)
c \ (Λ1 ∪ Λ2).

Let us recall that (ξn)n≥0 ∈ C0, so Λ3 contains almost all n ≥ 0, and hence Λ1 ∪Λ2 ∪Λ4 =
(Λ3)

c is finite.

2. Let us first discuss the contribution of Λ3. Since (Zn)n≥0 are standard normal
variables, we have∏
n∈Λ3

Pn(ε) ≥
∏
n∈Λ3

P
(
Zn ∈

[
− δ

2cn(α)
√
ε
,

δ

2cn(α)
√
ε

])
=

∏
n∈Λ3

(
1−

√
2

π

∫ ∞

δ/(2cn(α)
√
ε)

e−u
2/2du

)
.

Now according to (4.1) and our choice of α, cn(α) ≤ 1, limn→∞ cn(α) = 0. Therefore, for
ϵ > 0 such that ϵ < δ2 and all n ≥ 0 we may estimate (see proof of Theorem 4.1.1)∫ ∞

δ/(2cn(α)
√
ε)

exp(−x
2

2
)dx ≤ exp(− δ2

8cn(α)2ϵ
).
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In order to prove that
∏

n∈Λ3
Pn(ε) converges to 1 as ϵ → 0, by the elementary inequality

ln( 1
1−x) = ln(1 + x

1−x) ≤ x
1−x for x ∈]0, 1[ it suffices to prove that

∑
n≥0 exp(−

δ2

8cn(α)2ε
)

converges to 0 as ϵ→ 0. This is in fact the case due to (4.1). We deduce

lim
ε→0

∏
n∈Λ3

Pn(ε) = 1. (4.9)

3. Next, we estimate the contribution of Λ4. Indeed, |Λ4| < ∞ and by definition
[ξn − δ, ξn + δ] contains a small neighborhood of the origin for any n ∈ Λ4. We obtain

lim
ε→0

∏
n∈Λ4

Pn(ε) = 1. (4.10)

4. Since |Λ2| <∞, its definition immediately gives

lim
ε→0

∏
n∈Λ2

Pn(ε) = 2−|Λ2|. (4.11)

5. Let us finally estimate the contribution of Λ1. We define

ξn =

{
ξn − δ, if ξn > δ,
−(ξn + δ), if ξn < −δ.

Since for n ∈ Λ1 Zn has a standard normal law, Theorem 4.1.1 implies

lim
ϵ→0

ϵ lnPn(ε) = − ξ
2

n

2cn(α)2
.

Since |Λ1| <∞, we therefore have

lim
ϵ→0

ϵ ln
∏
n∈Λ1

Pn(ε) = −
∑
n∈Λ1

ξ
2

n

2cn(α)2
. (4.12)

6. Using (4.9), (4.10), (4.11) and (4.12), we can deduce (4.5) if we are able to compare

∑
n∈Λ1

ξ
2

n

2cn(α)2
with inf

f∈T−1
α,0(B

∞
δ (ξ))

I(f).

By Theorem 2.1.3 any function f ∈ C0
α([0, 1]) ∩H1 has the Schauder representation

f =
∑
n≥0

ηn
cn(α)

ϕn, with (ηn)n≥0 ∈ C0.

The derivative satisfies ḟ =
∑

n≥0
ηn

cn(α)
χn, and since (χn)n≥1 is an orthonormal system in

L2([0, 1]), we obtain
1

2

∫ 1

0

ḟ(s)2 ds =
∑
n≥0

η2n
2cn(α)2

.
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So the statement of the Theorem is an immediate consequence of the equality

inf
f∈T−1

α,0(B
∞
δ (ξ))∩H1

1

2

∫ 1

0

ḟ(s)2 ds = inf
{∑
n≥0

η2n
2cn(α)2

, with ηn ∈]ξn−δ, ξn+δ[
}
=

∑
n∈Λ1

ξ
2

n

2cn(α)2
.

Theorem 4.2.1 will allow us to derive an LDP for Brownian motion once we have
established exponential tightness of the family (µϵ)ϵ>0.

Theorem 4.2.2. Let 0 < α < 1
2
. Then (µε)ϵ>0 is exponentially tight on the topological

space (C0
α([0, 1]), ∥ · ∥α). More precisely, for δ > 0 and 0 < β < α < 1

2
, T−1

α,0(B
α
δ (0)) is

compact in C0
β([0, 1]), and we have

lim sup
ϵ→0

ϵ lnµε(T
−1
α,0(B

α
δ (0))

c
) ≤ −δ

2

2
. (4.13)

Proof. Recall that

(B∞
δ (0)) =

∞∏
n=0

[−δ, δ].

Moreover, for 0 < β < α < 1
2
we have

Tβ,0(T
−1
α,0(B

∞
δ (0))) =

∞∏
n=0

[−cn(β)
cn(α)

δ,
cn(β)

cn(α)
δ].

The space
∏∞

n=0[−
cn(β)
cn(α)

δ, cn(β)
cn(α)

δ] can easily be shown to be compact, for instance by estab-
lishing completeness and total boundedness, both of which are obviously satisfied. Since

Tβ,0 is an isomorphism, we obtain that T−1
α,0(B

∞
δ (0)) is compact in C0

β([0, 1]).
Using the decomposition (4.7), we define for δ, ϵ > 0, n ≥ 0

An =
{
Zn /∈

[
− δ√

εcn(α)
,

δ√
εcn(α)

]}
.

Ciesielski’s isomorphism of Theorem 2.1.3 allows to write

µε(Bα
δ (0)

c
) = P(∃n ≥ 0 s.t.

√
εcn(α)Zn /∈ [−δ, δ]) = P

( ∪
n≥0

An

)
≤

∑
n≥0

P(An).

Now for n ≥ 0 by Theorem 4.1.1

lim sup
ϵ→0

ϵ lnP(An) = − δ2

2cn(α)2
.

Observe that cn(α) strictly decreases to 0, starting at c0(α) = 1. Hence by monotone
convergence using the ideas of the proof of Lemma 3.1.1

lim sup
ϵ→0

ϵ ln
∞∑
n=0

P(An) = lim sup
ϵ→0

ϵ sup
n≥0

lnP(An) = −δ
2

2
.

This implies (4.13) and the proof is complete.
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We are ready to state the main result of this section, which is a version of Schilder’s
Theorem with respect to a finer topology.

Theorem 4.2.3. (Baldi-Roynette) Let 0 < α < 1
2
. For ϵ > 0 let µε be the law of

√
ϵW

on the topological space (C0
α([0, 1]), ||·||α). Then (µε)ϵ>0 satisfies a large deviations principle

with the following good rate function

I(f) =

{
1
2

∫ 1

0
(ḟ)2(u)du, if f ∈ H1,

∞ otherwise.
(4.14)

Proof. Combine Theorem 4.2.1 and Theorem 4.2.2 in Corollary 3.2.1.

4.3 Large deviations for Brownian motion with re-

spect to uniform norm

To obtain the classical result of Schilder’s Theorem from the large deviation principle with
respect to the finer topologies in Theorem 4.2.3, we finally have to apply the contraction
principle in the form of Theorem 3.3.1. It is then straightforward to extend the results to
multi-dimensional Brownian motions indexed by R+.

Theorem 4.3.1. (Schilder) For ϵ > 0 let µε be the law of
√
ϵW on the topological space

(C([0, 1]), || · ||). Then (µε)ϵ>0 satisfies a large deviations principle with the following good
rate function

I(f) =

{
1
2

∫ 1

0
(ḟ)2(u)du, if f ∈ H1,

∞ otherwise.
(4.15)

Proof. According to Theorem 4.2.3, (µε)ϵ>0 satisfies an LDP on the space (C0
α([0, 1]), ∥ ·

∥α) with rate function I. Since the Hölder topology is finer than the uniform topology,
Theorem 3.3.1 applied to the identity map implies that (µε)ϵ>0 satisfies an LDP on the
space (C0

α([0, 1]), ∥ · ∥∞) with the same rate function I. Finally we observe that the LDP
is preserved under the identity map from (C0

α([0, 1]), ∥ · ∥∞) to (C([0, 1]), ∥ · ∥∞), again as a
consequence of the contraction principle of Theorem 3.3.1.

It remains to extend Schilder’s Theorem to multi-dimensional Brownian motions.
Let therefore W = (W 1, · · · ,W d) be a d-dimensional Brownian motion indexed by

[0, 1]. The Cameron-Martin space to be used in this context has to be d-dimensional as
well, but still be denoted by the same symbol. Write | · | for the Euclidean norm in Rd.

Definition 4.3.1. Let

H1 =
{
f : [0, 1] → Rd, f abs. cont. with density ḟ , |ḟ | ∈ L2([0, 1])

}
=

{∫ t

0

ḟ(s)ds, |ḟ | ∈ L2([0, 1])
}
. (4.16)

The d-dimensional version of Schilder’s Theorem follows easily from the independence
of the components of W . We continue denoting by the same symbol C([0, T ]) the space of
continuous functions on [0, T ] with values in Rd, endowed with the uniform norm || · ||.
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Theorem 4.3.2. (Schilder) For ϵ > 0 let µε be the law of
√
ϵW on the topological space

(C([0, 1]), || · ||). Then (µε)ϵ>0 satisfies a large deviations principle with the following good
rate function

I(f) =

{
1
2

∫ 1

0
|ḟ |2(u)du, if f ∈ H1,

∞ otherwise.
(4.17)

Proof. For products of open sets in C([0, 1]) the result follows directly from Theorem 4.3.1
and the definition of I. This system of open sets forming a basis of the product topology,
we may then argue using Corollary 3.2.1 and Theorem 4.2.2, which can be slightly extended
to products of compact sets.



Chapter 5

The Freidlin-Wentzell theory

In this Chapter, we shall extend the LDP for Brownian motion to diffusion processes
that are obtained as the strong solutions of stochastic differential equations driven by
additive Brownian motion. The basic idea for achieving this is simple. We map trajectories
of the Brownian motion to trajectories of the solution of a given stochastic differential
equation. Due to the additivity of the noise, this mapping is continuous. Therefore, a
strict contraction principle in the sense of Chapter 3 is applicable to transfer the LDP.

5.1 The original theory

Denote C0([0, 1]) the set of all functions f ∈ C([0, 1]) which satisfy f(0) = 0 (endowed with
the uniform metric). Let b : Rd → Rd be a uniformly Lipschitz continuous function, i.e.
there exists a constant B such that

|b(x)− b(y)| ≤ B|x− y|, x, y ∈ Rd.

For ϵ > 0 let Xϵ,x denote the unique strong solution process of the SDE

Xϵ,x
t = x+

∫ t

0

b(Xϵ
s)ds+

√
ϵWt, 0 ≤ t ≤ 1. (5.1)

We argue that the trajectories of Xϵ,x are continuous images of the trajectories of Wϵ =√
ϵW.

Lemma 5.1.1. Let g ∈ C0([0, 1]), x ∈ Rd. Then there exists a unique f ∈ C([0, 1]) which
satisfies

f(t) = x+

∫ t

0

b(f(s))ds+ g(t), 0 ≤ t ≤ 1. (5.2)

The mapping
F : C0([0, 1]) → C([0, 1]), g 7→ f

is continuous and one-to-one.

31
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Proof. 1. In order to prove the first claim about the unique solution, it suffices to show:
For x ∈ R, g ∈ C0([0, 1]), and T ∈ [0, 1] such that BT < 1 the equation (5.2) possesses a
unique solution on the interval [0, T ]. Once this is proved, we can repeat the procedure a
finite number of times on finitely many adjacent intervals of length bounded by δ = BT ,
with recursively chosen initial conditions. To see this, define

Γ : C([0, T ]) → C([0, T ]), f 7→ (t 7→ x+

∫ t

0

b(f(s))ds+ g(t)).

Using the global Lipschitz condition for b, we see that F is a contraction. Indeed, for
g ∈ C([0, 1]) fixed, f1, f2 ∈ C([0, 1]) we have

||Γ(f1)− Γ(f2)||T ≤ δ||f1 − f2||T .

Since C([0, T ]) is a Banach space with the norm || · ||T , the mapping Γ has a unique fixed
point which we define as f .

2. We show: F is continuous.
For this purpose, fix fi = F (gi), i = 1, 2, and set δ = ||g1−g2||, e(t) = |f1(t)−f2(t)|, 0 ≤

t ≤ 1. Then for any 0 ≤ t ≤ 1 by the Lipschitz continuity of b

e(t) ≤ B

∫ t

0

e(s)ds+ δ.

Hence by Gronwall’s Lemma for any 0 ≤ t ≤ 1

e(t) ≤ δeBt, and globally ||f1 − f2|| ≤ eB||g1 − g2||.

This means that F is even Lipschitz continuous.

Due to Lemma 5.1.1, the contraction principle is directly applicable and yields a LDP.

Theorem 5.1.2. For ϵ > 0, x ∈ Rd let Xϵ,x be a solution of (5.1), and µϵ = P ◦ (Xϵ,x)−1.
Then (µϵ)ϵ>0 satisfies an LDP on C([0, 1]) with good rate function

I(f) =

{
1
2

∫ 1

0
|ḟ(t)− b(f(t))|2dt, f − x ∈ H1,

∞, f − x ̸∈ H1.

Proof. According to Lemma 5.1.1, F (Wϵ) = Xϵ,x, pathwise. Hence Schilder’s Theorem
4.3.2 combines with the contraction principle 3.3.1 to yield an LDP for (µϵ)ϵ>0 with good
rate function

I(f) = inf
{g∈H1:F (g)=f}

1

2

∫ 1

0

|ġ|2(t)dt.

To prove that I(f) = I(f) for f −x ∈ H1, note that F is one-to-one. Moreover, for g ∈ H1

we have that f is a.e. differentiable and

ḟ = b(f) + ġ.
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Hence we have for t ∈ [0, 1] by virtue of the global Lipschitz continuity of b

|ḟ(t)| ≤ B

∫ t

0

|f(s)|ds+ |b(0)|+ |ġ(t)|,

and thus by boundedness of continuous functions f − x ∈ H1 as well and we can write

I(f) =
1

2

∫ 1

0

|ḟ(t)− b(f(t))|2dt = I(f).

5.2 An extension of the Freidlin-Wentzell theory

The LDP due to Freidlin and Wentzell presented in the previous section requires global
Lipschitz conditions which are typically imposed in standard existence and uniqueness
theorems for stochastic differential equations. In the setting of diffusions with a drift of
the type of a potential gradient studied in the framework of stochastic resonance besides
depending on time the coefficients will not be globally Lipschitz. We therefore need some
extensions of the classical LDP result. This extension can be carried out in a general
context (see Azencott [1] and two subsequent papers by Priouret [7] and Baldi et al. [2]).
We prefer to present a simpler proof which permits to get the desired result in our particular
framework.

Let us consider the family Xϵ,x, x ∈ Rd, ϵ > 0 of solutions of the SDE

Xϵ,x
t = x+

∫ t

0

b(Xϵ,x
s )ds+

√
ϵWt, t ≥ 0. (5.3)

Here b is locally Lipschitz continuous and satisfies the following growth condition: there
are constants η, R0 > 0 such that

⟨x, b(x)⟩ < −η|x| for all |x| ≥ R0. (5.4)

As a first consequence of this condition, the existence of a unique strong solution for (5.3)
follows (see, for instance [10] Theorem 10.2.2).
Secondly, the growth condition (also called dissipativity condition) implies that the diffu-
sion essentially stays inside a big ball BR(0) of radius R with very high probability: the
probability for the diffusion to leave BR(0) is exponentially small. Two essential conclu-
sions can be drawn from this observation: the law of the diffusion is exponentially tight in
the space C([0, 1])d, and Xϵ,x satisfies a LDP with a good rate function.

Let us make precise the exponential tightness of the diffusion paths first. We are
interested in the small noise behavior of the exit time from the ball BR(0), defined by

σϵ,xR := inf{t ≥ 0 : |Xϵ,x
t | ≥ R}.

The following Theorem provides an asymptotic bound for σϵ,xR . The arguments of its proof
are borrowed from a treatment of self-attracting diffusions by means of large deviations
techniques, see [8] and [6].
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Theorem 5.2.1. Let x ∈ Rd, δ > 0, and let r : (0, δ) → (0,∞) be a function satisfying

lim
ϵ→0

ϵ

r(ϵ)
= 0.

Then there exist R1, ϵ1 > 0 and C > 0 such that for R ≥ R1, ϵ < ϵ1

P
(
σϵ,xR ≤ r(ϵ)

)
≤ Cη2

r(ϵ)

ϵ
e−

ηR
ϵ for |x| ≤ R

2
. (5.5)

Remark 5.2.2. The constants R1, ϵ1 > 0 and C > 0 are universal in the sense that they
do not depend on the particular choice of the drift b, but only on the parameter η and R0

introduced in the growth condition (5.4), and of course on the function r. Hence the bound
is uniform in the class of all diffusions that satisfy (5.4).

Proof. For convenience of notation, we suppress the superscripts in Xϵ,x, σϵ,xR etc.
Step 1: First we determine a diffusion process (Zt, t ≥ 0) which takes positive values, is
easier to handle than X, and dominates it, i.e. such that |Xt| ≤ Zt almost surely, for all
t ≥ 0.
Choose a C2-function h : Rd → R such that{

h(x) = |x|, if x ≥ R0,

|h(x)| ≤ R0, if |x| ≤ R0,

where R0 is the constant given in the growth condition (5.4). By Itô’s formula we have for
t ≥ 0

h(Xt) = h(x) +
√
ϵ

∫ t

0

∇h(Xs) dWs +

∫ t

0

⟨∇h, b⟩(Xs) ds+
ϵ

2

∫ t

0

△h(Xs) ds.

For t ≥ 0 let ξt :=
∫ t
0
|∇h(Xs)|2 ds, i.e. ξ is the quadratic variation of the continuous local

martingale M :=
∫ ·
0
∇h(Xs) dWs. Since ∇h(x) = x

|x| for |x| ≥ R0, we have dξt = dt on

{|Xt| ≥ R0}.
We now introduce an auxiliary process Z that serves to control |X|.
Let 0 < η̃ < η. According to Skorokhod’s lemma (see Revuz, Yor [9]) there is a unique
pair of continuous adapted processes (Z,L) such that L is an increasing process (of finite
variation) which increases only at times t for which Zt = R0, satisfies Z ≥ R0, and such
that the equation

Z := R0 ∨ |x|+
√
ϵM − η̃ξ + L

is valid. We show: there exists ϵ0 > 0 such that for any ϵ < ϵ0 and t ≥ 0 we have
|Xt| ≤ Zt a.s.
For that purpose, choose f ∈ C2(R) such that{

f(x) > 0 and f ′(x) > 0 for all x > 0,
f(x) = 0 for all x ≤ 0.
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According to Itô’s formula, for t ≥ 0

f(h(Xt)− Zt) = f(h(x)−R0 ∨ |x|) +
∫ t

0

f ′(h(Xs)− Zs) d(h(X)− Z))s

+
1

2

∫ t

0

f ′′(h(Xs)− Zs) d⟨h(X)− Z⟩s.

By definition of h and Z we have

{h(Xt) > Zt} = {h(Xt) > Zt, |Xt| ≤ R0} ∪ {h(Xt) > Zt, |Xt| > R0} = {|Xt| > Zt}.

Moreover by definition, h(X)− Z is a process of finite variation, so that the bracket term
in the preceding Itô formula vanishes. Hence the expression∫ t

0

f ′
(
|Xs| − Zs

){
1

|Xs|
⟨Xs, b(Xs)⟩+

ϵ

2
△h(Xs) + η̃

}
ds−

∫ t

0

f ′(|Xs| − Zs) dLs

is an upper bound of f(h(Xt)− Zt).
Furthermore, △h(x) = d−1

|x| for |x| ≥ R0, which by (5.4) implies

1

|Xs|
⟨Xs, b(Xs)⟩+

ϵ

2
△h(Xs) + η̃ <

ϵ(d− 1)

2|Xs|
+ η̃ − η on {|Xs| > Zs}.

The latter expression is negative if ϵ is small enough. Summarizing, we can find ϵ0 > 0
such that f(|Xt| − Zt) ≤ 0 for ϵ < ϵ0. This implies |Xt| ≤ Zt a.s. by the definition of f ,
and Step 1 is established.

Step 2: We therefore can bound exit probabilities for X, expressed in terms of σR, by
those for Z, expressed by an analogously defined stopping time τR. We have

P(σR ≤ r(ϵ)) ≤ P(τR ≤ r(ϵ))

for all ϵ < ϵ0. We compute: P(τR ≤ r(ϵ)) for such ϵ. We have for any α > 0

P(τR ≤ r(ϵ)) ≤ eαr(ϵ) IE[e−ασR ]. (5.6)

In order to find a bound for the right hand side of (5.6), let

K := sup
|x|≤R0

|∇h(x)|2.

Then we have ξt ≤ Kt for all t ≥ 0. Note that w.l.o.g. h can be chosen so that K ≤ 2R0.
Now observe that, by Itô’s formula, for any φ ∈ C2(R)

d
(
φ(Zt) e

− α
K
ξt
)
=

√
ϵ φ′(Zt)e

− α
K
ξt dMt + φ′(Zt) e

− α
K
ξt dLt

+ e−
α
K
ξt
{ ϵ
2
φ′′(Zt)− η̃φ′(Zt)−

α

K
φ(Zt)

}
dξt.

Now let R ≥ R0. If we choose φ such that{ ϵ
2
φ′′(y)− η̃φ′(y)− α

K
φ(y) = 0 for y ∈ [R0, R],

φ′(R0) = 0, φ(R) = 1,
(5.7)
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then φ(Zt)e
− α

K
ξt is a local martingale which is bounded up to time τR. Hence we are

allowed to apply Doob’s optional sampling theorem to obtain

φ(R0 ∨ |x|) = IE[φ(ZτR)e
− α

K
ξτR ] = IE[e−

α
K
ξτR ]. (5.8)

But since ξτR ≤ KτR, which implies IE[e−
α
K
ξτR ] ≥ IE[e−ατR ], and we deduce from (5.6) that

P(σR ≤ r(ϵ)) ≤ eαr(ϵ) IE[e−
α
K
ξτR ] ≤ eαr(ϵ)φ(R0 ∨ |x|). (5.9)

Step 3. We estimate φ satisfying (5.7).
Solving the differential equation for φ yields

φ(x) =
−λ−eλ+(x−R0) + λ+eλ

−(x−R0)

−λ−eλ+(R−R0) + λ+eλ−(R−R0)
, x ∈ [R0, R],

with λ± =
η̃±
√
η̃2+2 α

K
ϵ

ϵ
. Hence

φ(x) ≤ (λ+ − λ−) eλ
+(x−R0)

(−λ−) eλ+(R−R0)
, x ∈ [R0, R].

Taking α = r(ϵ)−1 in (5.9) we obtain

P(σR ≤ r(ϵ)) ≤ e1 φ(R0 ∨ |x|) ≤ λ+ − λ−

−λ−
exp

{
1 + λ+(R0 ∨ |x| −R)

}
.

It is obvious that exp
{
λ+(R0∨ |x|−R)

}
≤ exp

{
− η̃R

ϵ

}
for R ≥ 2(|x| ∨R0), so it remains

to comment on the prefactor. We have

λ+ − λ−

−λ−
=

2
√
η̃2 + 2 α

K
ϵ√

η̃2 + 2 α
K
ϵ− η̃

≤
4
(
η̃2 + 2ϵ

Kr(ϵ)

)
2ϵ

Kr(ϵ)

.

Since limϵ→0
ϵ
r(ϵ)

= 0, the latter bound behaves like 2η̃2K r(ϵ)
ϵ

as ϵ→ 0. Putting all estimates
together yields the claimed asymptotic bound with η̃ instead of η. Finally, letting η̃ → η
establishes (5.5).

Remark 5.2.3. Theorem 5.2.1 can be easily extended to the context of time inhomogeneous
diffusions. Let Xϵ,x be the solution process of

Xϵ,x
t = x+

∫ t

0

b(s,Xϵ,x
s )ds+

√
ϵWt, t ≥ 0, x ∈ Rd,

where b is locally Lipschitz continuous with respect to both variables and satisfies the fol-
lowing growth condition: there are constants η, R0 > 0 such that

⟨x, b(t, x)⟩ < −η|x| for all t ≥ 0, |x| ≥ R0. (5.10)

Then in the notation of Theorem 5.2.1 the exit time σϵ,xR of Xϵ,x satisfies

P
(
σϵ,xR ≤ r(ϵ)

)
≤ Cη2

r(ϵ)

ϵ
e−

ηR
ϵ for |x| ≤ R

2
.



CHAPTER 5. THE FREIDLIN-WENTZELL THEORY 37

The result of Theorem 5.2.1 is much sharper than what we really need to obtain large
deviations estimates. It shall play a crucial rule in Chapter ??, where Remark 5.2.3 will
be used. The importance of Theorem 5.2.1 for this section is linked to an immediate
consequence obtained for r(ϵ) = T, ϵ > 0.

Corollary 5.2.4. For all R ≥ R1 and T > 0 we have

lim sup
ϵ→0

ϵ logP(σϵ,xR ≤ T ) ≤ −ηR.

For x ∈ Rd and ϵ > 0 let µϵ be the law of Xϵ,x on the function space C([0, T ])d endowed
with the uniform norm. Then (µϵ)ϵ>0 is exponentially tight.

Proof. For convenience let T = 1, choose x ∈ Rd, and denote νϵ = P◦ (
√
ϵW )−1, ϵ > 0. For

α > 0 use Theorem 4.2.2 to choose a compact set K ⊂ C([0, 1]) such that

lim sup
ϵ→0

ϵ ln νϵ(K
c) ≤ −α.

Next use Theorem 5.2.1 to choose R > 0 large enough to ensure x ∈ BR
2
(0) and

lim sup
ϵ→0

ϵ lnP(σϵ,xR ≤ 1) ≤ −ηR < −α.

Now choose a bounded vector field bR : Rd → Rd which coincides with b on BR(0) and which
is globally Lipschitz continuous. Let FR be the continuous map on C([0, 1]) corresponding
to bR according to Lemma 5.1.1, and denote

Y ϵ,x
t = x+

∫ t

0

bR(Y
ϵ,x
s )ds+

√
ϵWt, t ≥ 0.

Then by definition Xϵ,x = Y ϵ,x on {σϵ,xR > 1}. Hence for ϵ small enough with the compact
set FR(K) ⊂ C([0, 1])

µϵ(FR(K)c) ≤ P(Xϵ,x ̸∈ FR(K), σϵ,xR > 1) + P(σϵ,xR ≤ 1)

= P(Y ϵ,x ̸∈ FR(K), σϵ,xR > 1) + P(σϵ,xR ≤ 1)

≤ P(Y ϵ,x ̸∈ FR(K)) + P(σϵ,xR ≤ 1)

= νϵ(K
c) + P(σϵ,xR ≤ 1).

This implies

lim sup
ϵ→0

ϵ lnµϵ(FR(K)c) ≤ lim sup
ϵ→0

ϵ ln νϵ(K
c) ∨ lim sup

ϵ→0
ϵ lnP(σϵ,xR ≤ 1) ≤ −α.

This establishes the desired exponential tightness.

With this at hand, we are in a position to state the large deviations result for the
diffusion processes Xϵ,x, ϵ > 0, x ∈ Rd.
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Theorem 5.2.5. For ϵ > 0, x ∈ Rd let Xϵ,x be a solution of (5.3) with locally Lipschitz
drift term b that satisfies the growth condition (5.10), and µϵ = P ◦ (Xϵ,x)−1. Then (µϵ)ϵ>0

satisfies an LDP on (C([0, 1])d, ∥·∥) with good rate function

Ix(f) =

{
1
2

∫ 1

0
|ḟ(t)− b(f(t))|2dt, f − x ∈ H1,

∞, f − x ̸∈ H1.

We recall that H1 is the Cameron-Martin function space and ∥·∥ is the uniform norm.

Proof. By the exponential tightness of Corollary 5.2.4, it suffices to prove a weak LDP.
More precisely, Lemma 3.1.1 explains that it is enough to establish the lower bound for
compact sets and the upper bound for open sets. The proof is based on a localization
technique.
Step 1. Upper bound:
Let K be compact in C([0, 1])d with respect to the uniform metric. Then there exists
R > 0 such that supf∈K ∥f∥ ≤ R. We define a new drift bR which is globally Lipschitz and
equals b on BR(0): bR(x) = b(x) for |x| ≤ R. We again denote by Y the diffusion related
to bR. By definition we have

P(Xϵ,x ∈ K) = P(Y ϵ,x ∈ K).

Since bR is globally Lipschitz continuous, Freidlin-Wentzell’s theory yields a large deviation
principle with rate function IRx which agrees with Ix on K, whence:

lim sup
ϵ→0

ϵ log µϵ(K) = lim sup
ϵ→0

ϵ logP(Y ϵ,x ∈ K) ≤ − inf
φ∈K

IRx (φ) = − inf
φ∈K

Ix(φ).

Step 2. Lower bound: The arguments are similar to the ones above. Let G ⊂ C([0, 1])d

be open, and fix f ∈ G. There exists 0 < δ < 1 such that Gf = {g ∈ C([0, 1])d : ∥g − f∥ <
δ} ⊂ G. By choosing R larger than supg∈Gf

∥g∥ and defining bR and Y as in Step 1, we
obtain

P(Xϵ,x ∈ G) ≥ P(Xϵ,x ∈ Gf ) = P(Y ϵ,x ∈ Gf ).

The large deviations principle for the diffusion Y gives

lim inf
ϵ→0

ϵ log µϵ(Gf ) = lim sup
ϵ→0

ϵ logP(Y ϵ,x ∈ Gf ) ≥ − inf
φ∈Gf

IRx (φ) = − inf
φ∈Gf

Ix(φ).

Due to the arbitrary choice of f ∈ G, we conclude that

lim inf
ϵ→0

ϵ log µϵ(G) ≥ − inf
φ∈G

Ix(φ).

The upper bound is satisfied and Ix is a good rate function since (µϵ)ϵ>0 is exponentially
tight.

The large deviation principle presented in Theorem 5.2.5 depends on the initial position
x of the diffusion process. This dependence can be analyzed and controlled. Indeed, the
large deviation principle for the diffusion (5.3) is uniform with respect to its starting point.
This fact which will also be very useful in the treatment of the asymptotic properties of
the exit time will be established next.
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Proposition 5.2.6. (Uniform LDP) Let F ⊂ C([0, 1])d be closed, G ⊂ C([0, 1])d open,
and x ∈ Rd. Then we have

(a) lim sup
ϵ→0,y→x

ϵ logP (Xϵ,y ∈ F ) ≤ − inf
f∈F

Ix(f),

(b) lim inf
ϵ→0,y→x

ϵ logP (Xϵ,y ∈ G) ≥ − inf
f∈G

Ix(f).

Proof. According to Theorem 3.3.3 we have to show:
for any family (xϵ)ϵ>0 such that limϵ→0 xϵ = x the corresponding families of probability
measures µϵ = P ◦ (Xϵ,x)−1, ϵ > 0, and µ̃ϵ = P ◦ (Xϵ,xϵ)−1, ϵ > 0, are exponentially
equivalent in (C([0, 1])d, ∥·∥).

To see this, fix ϵ > 0, x ∈ Rd. Then

∥Xϵ,xϵ −Xϵ,x∥ ≤ |xϵ − x|+
∫ 1

0

|b(Xϵ,xϵ
u )− b(Xϵ,x

u )| du.

Let us now use a localization argument. We fix R > 0 and define the first exit times of the
diffusions Xϵ,x and Xϵ,xϵ of BR(0) by

σϵ,xR = inf{t ≥ 0 : Xϵ,x
t /∈ BR(0)},

τ ϵ,xR = inf{t ≥ 0 : Xϵ,xϵ
t /∈ BR(0)},

and σ̃ϵ,xR = σϵ,xR ∧ τ ϵ,xR . Then on the event {σ̃ϵ,xR > 1}, the Lipschitz continuity of b on BR(0)
with Lipschitz constant LR implies

|b(Xϵ,xϵ
u )− b(Xϵ,x

u )| ≤ LR|Xϵ,xϵ
u −Xϵ,x

u |, 0 ≤ u ≤ 1.

Using Gronwall’s Lemma (see ??), we obtain on {σ̃ϵ,xR > 1}

∥Xϵ,xϵ −Xϵ,x∥ ≤ |xϵ − x|eLR .

From this we deduce that the two sample paths are close together before one of them exits
from BR(0). Let δ > 0. Then, if we choose ϵ0 small enough, for all ϵ < ϵ0

∥Xϵ,xϵ −Xϵ,x∥ ≤ δ on {σ̃ϵ,xR > 1}.

Theorem 5.2.1 implies for R large enough so that for ϵ < ϵ0 we have x, xϵ ∈ BR
2
(0)

lim sup
ϵ→0

ϵ logP(∥Xϵ,xϵ −Xϵ,x∥ > δ) ≤ lim sup
ϵ→0

ϵ logP(σ̃ϵ,xR ≤ 1)

≤ lim sup
ϵ→0

ϵ logP(σϵ,xR ≤ 1) ∨ lim sup
ϵ→0

ϵ logP(τ ϵ,xR ≤ 1)

≤ −ηR.

Letting R → ∞ allows to obtain the exponential equivalence between (µϵ)ϵ>0 and (µ̃ϵ)ϵ>0.

We can draw a conclusion from Proposition 5.2.6 which will turn out to be of practical
use later: an LDP which is uniform on compact sets of initial states for the diffusion.
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Corollary 5.2.7. Let K ⊂ Rd be compact, F ⊂ C([0, 1])d closed, G ⊂ C([0, 1])d open.
Then we have

(a) lim sup
ϵ→0

sup
y∈K

ϵ logP (Xϵ,y ∈ F ) ≤ − inf
y∈K,f∈F

Iy(f),

(b) lim inf
ϵ→0

inf
y∈K

ϵ logP (Xϵ,y ∈ G) ≥ − sup
y∈K

inf
f∈G

Iy(f).

Proof. For similarity of arguments, we only show the upper bound. Let −IK denote the
right hand side of the claimed inequality. For δ > 0 let IδK = min{IK − δ, 1

δ
}. Now fix

x ∈ K. Then by Proposition 5.2.6 and lower semi-continuity of I there exists ϵx > 0 such
that for any ϵ ≤ ϵx

ϵ log sup
y∈Bϵx (x)

P(Xϵ,y ∈ F ) ≤ −IδK .

Use compactness of K to choose x1, · · · , xm ∈ K such that K ⊂ ∪mi=1Bϵxi
(xi). Then we

have

lim sup
ϵ→0

ϵ log sup
y∈K

P(Xϵ,y ∈ F ) ≤ max
1≤i≤m

lim sup
ϵ→0

ϵ log sup
y∈Bϵxi

(xi)

P(Xϵ,y ∈ F ) ≤ −IδK .

It remains to let δ → 0.



Chapter 6

Diffusion exit from a domain

We now return to the problem sketched in the introduction. We shall present the treatment
of the exit of a diffusion process from a domain in the simpler case of additive Gaussian
noise via the theory by Freidlin and Wentzell, and roughly follow Dembo, Zeitouni [5].

6.1 Properties of the pseudopotential and statement

of main result

Consider the SDE

Xϵ,x
t = x+

∫ t

0

b(Xϵ,x
s )ds+

√
ϵWt, x ∈ Rd, t ≥ 0. (6.1)

Let G ⊂ Rd be a bounded domain. Suppose b : Rd → Rd is a uniformly Lipschitz
continuous function, i.e. there exists a constant B such that

|b(x)− b(y)| ≤ B|x− y|, x, y ∈ Rd, (6.2)

sup
x∈Rd

{|b(x)|} ≤ B. (6.3)

We view Xϵ,x as a perturbation of the ordinary differential equation

ϕ̇(t) = b(ϕ(t)), t ≥ 0,

or the dynamical system associated with it. Suppose that the dynamical system has the
following properties:

Assumption (A1)
0 ∈ G is the unique stable equilibrium point, and

ϕ(0) ∈ G implies that for all t > 0 we have ϕ(t) ∈ G, lim
t→∞

ϕ(t) = 0.

We are interested in the time it takes typically for the trajectories of Xϵ,x starting at
x ∈ G to leave the domain. More formally, we suppose that the filtration (Ft)t≥0 on our

41
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probability space (Ω,F , P ) satisfies the usual conditions, so that the objects of our main
interest, the exit times from G

τ ϵ,x = inf{t > 0 : Xϵ,x
t ∈ ∂G}, ϵ > 0, x ∈ Rd,

are well defined stopping times. Chapter 5 provides explicit formulas for the good rate
functions of LDP for the solution processes of (6.1) indexed by [0, 1]. For diffusions with
time duration t ≥ 0 we continue denoting by || · ||t the uniform norm on C([0, t]) for any
t ≥ 0, and write || · || instead if this is unambiguous. The scaling property of Brownian
motion allows a direct extension of the results of Chapter 5 to [0, t] instead of [0, 1]. In
this context the good rate functions are given by

Ix,t(f) =

{
inf{g∈H1([0,t]):f=x+

∫ ·
0 b(f(s))ds+g}

1
2

∫ t
0
ġ2(s)ds, g ∈ H1([0, t]),

∞, g ̸∈ H1([0, t]).

Here

H1([0, t]) = {g ∈ C0([0, t]) : there exists ġ ∈ L2([0, t]), such that

g =

∫ ·

0

ġ(s) ds,

∫ t

0

|ġ|2(s)ds <∞}.

We define the cost function

V (x, z, t) = inf
{f∈C([0,t]):f(t)=z}

Ix,t(f), x, z ∈ Rd, t > 0.

The cost function quantifies the cost for forcing the system to z at time t when starting at
x. We further define

V (x, z) = inf
t>0

V (x, z, t), x, z ∈ Rd,

and call V (0, z) quasi-potential of the system. The quasi-potential describes the minimal
cost for the system to go to z when starting at the stable equilibrium. To derive the exit
time law in terms of the quasi-potential, we shall need the following assumptions.

Assumption (A2)
If ϕ(0) ∈ ∂G, then limt→∞ ϕ(t) = 0.

Assumption (A3)

V = inf
z∈∂G

V (0, z) <∞.

Remark
(A2) prevents the boundary ∂G to be critical or characteristic.

We now prove an important controllability property of our diffusion. We shall see that
within small neighborhoods of the boundary the smooth system can be controlled from
any point x0 into any other point y0. Denote d(x, F ) = inf{|x − y| : y ∈ F} for x ∈ Rd,
and a closed subset F in Rd.
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Lemma 6.1.1. We have
(i) V (x, y, |x− y|) ≤ 1

2
[1 +B]2|x− y|, x, y ∈ Rd.

(ii) For all ρ > 0, x0, y0 ∈ Rd, z ∈ ∂G ∪ {0} satisfying |x0 − z| + |z − y0| ≤ ρ there
exists u ∈ C([0, ρ]) such that ||u|| ≤ 1 +B and ϕ(ρ) = y0 for the solution ϕ of

ϕ(t) = x0 +

∫ t

0

b(ϕ(s))ds+

∫ t

0

u(s)ds, 0 ≤ t ≤ ρ.

Proof. 1. Let x, y ∈ Rd be given. Define

ϕ(t) = x+ t
y − x

|y − x|
, t ∈ [0, |x− y|],

and
u(t) = (ϕ̇(t)− b(ϕ(t))), t ∈ [0, |x− y|].

Then on [0, |x− y|] we have ϕ̇ = b(ϕ) + u, and by assumptions on b we have

||u|| ≤ 1 +B.

Hence

V (x, y, |x− y|) ≤ 1

2

∫ |x−y|

0

|u|2(t)dt ≤ 1

2
(1 +B)2 |x− y|.

2. Let 0 < ρ, x0, y0 ∈ Rd, z ∈ ∂G ∪ {0}, such that |x0 − z|+ |y0 − z| ≤ ρ. Define

ϕ(t) = x0 + t
y0 − x0
ρ

, t ∈ [0, ρ],

and
u(t) = ϕ̇(t)− b(ϕ(t)), t ∈ [0, ρ].

Then for all t ∈ [0, ρ] we have |ϕ(t) − z| ≤ (1 − t
ρ
)|x0 − z| + t

ρ
|y0 − z| ≤ ρ. And we have

according to the calculation in part 1.

||u|| ≤ 1 +B.

From Lemma 6.1.1 we may deduce the following continuity property for the cost func-
tion.

Lemma 6.1.2. For any δ > 0 there exists ρ > 0 such that
(i) sup|x|,|y|≤ρ inft∈[0,1] V (x, y, t) < δ,
(ii) sup{x,y:infz∈∂G(|x−z|+|y−z|≤ρ} inft∈[0,1] V (x, y, t) < δ.

Proof. By the second part of Lemma 6.1.1 we have for two points x, y as specified in (i) or
(ii) and 0 < ρ

V (x, y, ρ) ≤ 1

2
(1 +B)2ρ.

Now the result follows.
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We state the main result of this Chapter.

Theorem 6.1.3. Assume (A1)-(A3) are satisfied. Then for any δ > 0, x ∈ G we have

lim
ϵ→0

P(e
V +δ

ϵ > τ ϵ,x > e
V −δ

ϵ ) = 1.

Moreover, for all x ∈ G we have

lim
ϵ→0

ϵ logE(τ ϵ,x) = V .

6.2 Proof of main result: the upper bound

In this part, we shall establish an upper bound for the exit rate of Theorem 6.1.3. This
will be done in 3 steps. To begin, it will be necessary to give an exponential lower bound
for the probability that τ ϵ,x is small, uniform in x in a small neighborhood of 0.

1. We show:

Lemma 6.2.1. Let η > 0. Then there exists ρ0 > 0 such that for 0 < ρ < ρ0 there exists
T0 > 0 such that

lim inf
ϵ→0

ϵ log inf
|x|≤ρ

P(τ ϵ,x ≤ T0) > −(V + η).

Proof. (of Lemma 6.2.1) Let δ = η
6
, and let ρ0 be so small that the inequalities of Lemma

6.1.2 hold. Use Lemma 6.1.2, (i) to choose for x ∈ G such that |x| ≤ ρ a path ψx ∈ C([0, tx]),
with 0 ≤ tx ≤ 1, satisfying ψx(0) = x, ψx(tx) = 0, and

Ix,tx(ψ
x) ≤ η

3
.

Use (A3) and Lemma 6.1.2, (ii) to choose z ∈ Rd \ G, T1 > 0, ϕ ∈ C([0, T1]) such that
ϕ(0) = 0, ϕ(T1) = z, and such that

I0,T1(ϕ) ≤ V +
η

3
.

Let ϕ̂ be the solution of the differential equation
˙̂
ϕ = b(ϕ̂) with ϕ̂(0) = z. Next, let

T0 = T1 + 1, and set for x ∈ G such that |x| ≤ ρ

ϕxt =


ψx(t), 0 ≤ t ≤ tx,
ϕ(t− tx), tx ≤ t ≤ T1 + tx,

ϕ̂(t− T1 − tx), T1 + tx ≤ t ≤ T0.

Then we have

Ix,T0(ϕ) ≤ Ix,tx(ψ
x) + I0,T1(ϕ) ≤ V +

2η

3
.

Now let ∆ = d(z,G), and consider the open set

Ψ = ∪|x|≤ρ{ψ ∈ C([0, T0]) : ||ψ − ϕx|| < ∆

2
}.
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Since ϕx visits z, by definition of Ψ every path ψ ∈ Ψ leaves G before time T0. Hence by
virtue of Corollary 5.2.7 we have

lim inf
ϵ→0

ϵ log inf
|x|≤ρ

P(τ ϵ,x ≤ T0) ≥ lim inf
ϵ→0

ϵ log inf
|x|≤ρ

P(Xϵ,x ∈ Ψ)

≥ − sup
|x|≤ρ

inf
ψ∈Ψ

Ix,T0(ψ)

≥ − sup
|x|≤ρ

Ix,T0(ϕ
x)

≥ −(V +
2η

3
) > −(V + η).

2. We next need to show that the probability that the diffusion stays inside G without
hitting a small neighborhood of 0 is exponentially vanishing. For this purpose, for ρ >
0, x ∈ Rd such that Bρ(0) ⊂ G let

σxρ = inf{t : |Xϵ,x
t | ≤ ρ or Xϵ,x

t ∈ ∂G}.

We show:

Lemma 6.2.2. We have

lim
t→∞

lim sup
ϵ→0

ϵ log sup
x∈G

P(σxρ > t) = −∞.

Proof. (of Lemma 6.2.2) (i) For t ≥ 0 consider the closed set in C([0, t])

Ψt = {ϕ ∈ C([0, t]) : ϕ(s) ∈ G \Bρ(0), s ∈ [0, t]}.

We show:
lim sup
ϵ→0

ϵ log sup
x∈G

P(σxρ > t) ≤ − inf
ψ∈Ψt

Iψ(0),t(ψ).

Indeed, by definition and Corollary 5.2.7

lim sup
ϵ→0

ϵ log sup
x∈G

P(σxρ > t) ≤ lim sup
ϵ→0

ϵ log sup
x∈G\Bρ(0)

P(σxρ > t)

≤ − inf
x∈G\Bρ(0)

inf
ψ∈Ψt

Ix,t(ψ)

= − inf
ψ∈Ψt

Iψ(0),t(ψ).

(ii) It remains to show:

lim
t→∞

inf
ψ∈Ψt

Iψ(0),t(ψ) = ∞. (6.4)

(ii.1) Let (Φt)t≥0 be the flow of the differential equation ϕ̇ = b(ϕ). According to (A2) and

(A1) for any x ∈ G \Bρ(0) there is tx ≥ 0 such that Φtx(x) ∈ Bρ/2(0). For x ∈ G \Bρ(0)
define now

Wx = Φ−1
tx (Bρ/2(0)).
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By definition, Wx is an open neighborhood of x. Now choose x1, · · · , xn ∈ G \Bρ(0) such

that G \Bρ(0) ⊃ ∪1≤i≤nWxi and set T = max1≤i≤n txi . Then any solution trajectory of

ϕ̇ = b(ϕ) starting in G \Bρ(0) hits Bρ/2(0) before time T .
(ii.2) Assume: (6.4) does not hold. Then there exists M > 0 such that for any n ∈ N

there exists ψn ∈ ΨnT such that Iψn(0),nT (ψ
n) ≤M. Now for 0 ≤ k ≤ n− 1 let

ψn,k(t) = ψn(t− kT ), 0 ≤ t ≤ T.

Then ψn,k ∈ ΨT and

M ≥ Iψn(0),nT (ψ
n) =

n−1∑
k=0

Iψn(kT ),T (ψ
n,k) ≥ n min

0≤k≤n−1
Iψn,k(0),T (ψ

n,k).

Hence there exists a sequence (ϕn)n∈N in ΨT such that

lim
n→∞

Iϕn(0),T (ϕ
n) = 0.

By compactness of {ϕ ∈ C([0, T ]) : ϕ(0) ∈ G \Bρ(0), Iϕ(0),T (ϕ) ≤ 1}, which follows directly
from the goodness of the rate function, the sequence possesses a cluster point ϕ∗ ∈ ΨT . By
lower semicontinuity of ψ 7→ Iψ(0),T we obtain Iϕ∗(0),T (ϕ

∗) = 0. But this means that ϕ∗ is a

solution of the differential equation ϕ̇ = b(ϕ), with ϕ∗(0) ∈ G \Bρ(0). Hence by what has
been proved in (ii.1), ϕ∗ reaches Bρ/2(0) before time T . This contradicts ϕ∗ ∈ ΨT .

3. We are now in a position to establish the upper bound. We show: for x ∈ G, δ > 0
we have

lim
ϵ→0

P(τ ϵ,x < e
V +δ

ϵ ) = 1.

(i) To do this, we first show: for any δ > 0 there exists T > 0 and ϵ0 > 0 such that

inf
x∈G

P(τ ϵ,x ≤ T ) ≥ e−
V + δ

2
ϵ .

First use Lemma 6.2.1 to choose T0 > 0 and ρ > 0 such that

lim inf
ϵ→0

ϵ log inf
|x|≤ρ

P(τ ϵ,x ≤ T0) > −(V +
δ

4
),

and hence ϵ0 > 0 such that for ϵ < ϵ0

inf
|x|≤ρ

P(τ ϵ,x ≤ T0) ≥ exp(−
V + δ

4

ϵ
).

Next, use Lemma 6.2.2 to choose, for ρ > 0 given, T1 > 0 such that

lim sup
ϵ→0

ϵ log sup
x∈G

P(σxρ > T1) < 0,

and hence r > 0 and ϵ0 > 0 (eventually smaller than the one above) such that for ϵ < ϵ0

ϵ log sup
x∈G

P(σxρ > T1) < −r,
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and such that 1− e−
r
ϵ > e−

δ
4ϵ . Now note that for x ∈ G on the set {σxρ < τ ϵ,x} we have

τ ϵ,x = σxρ + τ
ϵ,Xϵ,x

σx
ρ ◦ ϑσx

ρ
,

where ϑs denotes the usual shift on path space by time s. Hence by the strong Markov
property for ϵ < ϵ0

P(τ ϵ,x ≤ T0 + T1) ≥ P(σxρ ≤ T1)P(τ
ϵ,Xϵ,x

σx
ρ ≤ T0)

≥ inf
x∈G

P(σxρ ≤ T1) inf
|x|≤ρ

P(τ ϵ,x ≤ T0)

≥ e−
V + δ

4
ϵ (1− e−

r
ϵ )

≥ e−
V + δ

4
ϵ e−

δ
4ϵ

= e−
V + δ

2
ϵ .

It remains to set T = T0 + T1.
(ii) Abbreviate q = infx∈G P(τ ϵ,x ≤ T ). For k ∈ N, x ∈ G, ϵ > 0 consider the events

{τ ϵ,x > kT}. Then, since τ ϵ,x = τ ϵ,X
ϵ,x
kT ◦ ϑkT + kT in the set {τ ϵ,x > kT}, by conditioning

on FkT and the strong Markov property

P(τ ϵ,x > (k + 1)T ) = (1− P(τ ϵ,x ≤ (k + 1)T |τ ϵ,x > kT ) P(τ ϵ,x > kT )

≤ (1− q)P(τ ϵ,x > kT ).

Hence by recursion for k ∈ N, ϵ < ϵ0

sup
x∈G

P(τ ϵ,x > kT ) ≤ (1− q)k.

Therefore we obtain the following bound for the expected exit time

sup
x∈G

E(τ ϵ,x) ≤ T

∞∑
k=0

sup
x∈G

P(τ ϵ,x > kT ) ≤ T

∞∑
k=0

(1− q)k =
T

q
.

In particular, since q ≥ e−
V + δ

2
ϵ , we have

sup
x∈G

E(τ ϵ,x) ≤ Te
V + δ

2
ϵ .

Finally, using Chebyshev’s inequality, we arrive at

P(τ ϵ,x ≥ e
V +δ

ϵ ) ≤ e−
V +δ

ϵ E(τ ϵ,x) ≤ Te−
δ
2ϵ ,

valid for any x ∈ G, ϵ < ϵ0. It remains to let ϵ→ 0 to obtain the upper bound.
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6.3 Proof of main result: the lower bound

We now establish the lower bound for the exit rate of Theorem 6.1.3. Again we proceed in
three main steps. We first need an estimate which shows that starting in G, the diffusion
has high probability of being attracted to a small neighborhood of 0 before getting to ∂G.

1. Recall for x ∈ G, ρ > 0 such that Kρ(0) ⊂ G

σxρ = inf{t : Xϵ,x
t ∈ ∂G ∪Kρ(0)}.

We show:

Lemma 6.3.1. For any x ∈ G, ρ > 0 such that Kρ(0) ⊂ G we have

lim
ϵ→0

P(Xϵ,x
σx
ρ
∈ Kρ(0)) = 1.

Proof. (of Lemma 6.3.1) Given ρ > 0, we may and do consider x ∈ G\Kρ(0), for otherwise
the claim is trivial. Let ϕ be the solution of the differential equation ϕ̇ = b(ϕ), ϕ(0) = x,

T = inf{t ≥ 0 : ϕ(t) ∈ K ρ
2
(0)}.

According to (A2), T <∞. Further, according to (A1), we have

∆ = ρ ∧ d(ϕ([0, T ]), ∂G) > 0,

where d(K,L) denotes the well defined distance of two compact sets K,L ⊂ Rd. Then for
0 ≤ t ≤ T by the global Lipschitz continuity of b

|Xϵ,x
t − ϕ(t)| ≤ B

∫ t

0

|Xϵ,x
s − ϕ(s)|ds+

√
ϵ|Wt|.

By Gronwall’s Lemma

sup
0≤t≤T

|Xϵ,x
t − ϕ(t)| ≤ eBT

√
ϵ sup

0≤t≤T
|Wt|.

Therefore

P(Xϵ,x
σx
ρ
̸∈ Kρ(0)) ≤ P( sup

0≤t≤T
|Xϵ,x

t − ϕ(t)| > ∆

2
)

≤ P( sup
0≤t≤T

|Wt| >
∆

2
√
ϵ
e−BT ) → 0

as ϵ→ 0, due to Chebyshev’s and Doob’s inequalities. This implies the desired result.

2. We next have to establish an auxiliary result which says that during bounded time
intervals, the diffusion cannot get away too far from its starting point.

We show:
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Lemma 6.3.2. Let ρ > 0, c > 0. Then there exists a constant T (c, ρ) such that

lim sup
ϵ→0

ϵ log sup
x∈G

P( sup
0≤t≤T (c,ρ)

|Xϵ,x
t − x| ≥ ρ) < −c.

Proof. (of Lemma 6.3.2) Fix ρ > 0, ϵ > 0. Then for 0 ≤ t ≤ T ≤ ρ
2B
, x ∈ G

|Xϵ,x
t − x| ≤ |

∫ t

0

b(Xϵ,x
s )ds|+

√
ϵ|Wt| ≤

ρ

2
+
√
ϵ|Wt|.

Hence for x ∈ G by the reflection principle and Theorem 4.1.1

P( sup
0≤t≤T

|Xϵ,x
t − x| ≥ ρ) ≤ P( sup

0≤t≤T
|Wt| ≥

ρ

2
√
ϵ
)

= P( sup
0≤s≤1

|Ws| ≥
ρ

2
√
ϵ T

)

≤ dP( sup
0≤s≤1

|W 1
s | ≥

ρ

2d
√
ϵ T

)

≤ 2 dP( sup
0≤s≤1

W 1
s ≥ ρ

2d
√
ϵ T

)

= 4 dP(W 1
1 ≥ ρ

2d
√
ϵ T

)

≤ 4 d e−
ρ2

8d2ϵT .

This finally implies for 0 ≤ T ≤ ρ
2B

lim sup
ϵ→0

ϵ log sup
x∈G

P( sup
0≤t≤T

|Xϵ,x − x| ≥ ρ) ≤ lim sup
ϵ→0

ϵ log 4de−
ρ2

8d2Tϵ

= − ρ2

8d2T
.

For T = T (c, ρ) small enough, the last line of the preceding inequality is bounded above
by −c.

3. We need a final auxiliary result relating the quasi-potential with the probability
that, starting from the boundary of a small sphere centered at 0, to hit the boundary of
G before hitting an even smaller sphere centered at 0.

Lemma 6.3.3. Let N ⊂ ∂G be closed. Then

lim
ρ→0

lim sup
ϵ→0

ϵ log sup
|x|=2ρ

P(Xϵ,x
σx
ρ
∈ N) ≤ − inf

z∈N
V (0, z).

Proof. (of Lemma 6.3.3) For δ > 0 fixed let VN = min{(infz∈N V (0, z) − δ), 1
δ
}. Note first

that by definition for x, y, z ∈ Rd

V (x, z) ≤ V (x, y) + V (y, z).
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Therefore, using Lemma 6.1.2 (i) to estimate the last term in the second expression for ρ0
small enough and 0 < ρ < ρ0

inf
z∈N,|y|=2ρ

V (y, z) ≥ inf
z∈N

V (0, z)− sup
|y|=2ρ

V (0, y) ≥ VN .

Use Lemma 6.2.2 to choose T > 0 such that for any 0 < ρ < ρ0

lim sup
ϵ→0

ϵ log sup
|y|=2ρ

P(σyρ > T ) < −VN .

Consider the closed set of C([0, T ])

Φ = {ϕ ∈ C([0, T ]) : ϕ(t) ∈ N for some t ∈ [0, T ]}.

Then by Corollary 5.2.7 for 0 < ρ < ρ0

lim sup
ϵ→0

ϵ log sup
|y|=2ρ

P(Xϵ,y ∈ Φ) ≤ − inf
|y|=2ρ

inf
ϕ∈Φ

Iy,T (ϕ)

≤ − inf
|y|=2ρ,z∈N

V (y, z)) ≤ −VN .

We may summarize by stating that for 0 < ρ < ρ0

lim sup
ϵ→0

ϵ log sup
|x|=2ρ

P(Xϵ,x
σx
ρ
∈ N) ≤ lim sup

ϵ→0
ϵ log[ sup

|y|=2ρ

P(σyρ > T ) + sup
|y|=2ρ

P(Xϵ,y ∈ Φ)]

≤ −VN .

Hence the claimed inequality follows.

4. Let now V > 0, δ > 0, x ∈ G. We show:

lim
ϵ→0

P(τ ϵ,x ≤ e
V −δ

ϵ ) = 0.

To do this, choose ρ > 0 such that K2ρ(0) ⊂ G. Define recursively for x ∈ G,m ≥ 0

ϑx0 = 0,

τxm = inf{t ≥ ϑxm : Xϵ,x
t ∈ Kρ(0) ∪ ∂G},

ϑxm+1 =

{
∞, Xϵ,x

τxm
∈ ∂G,

inf{t ≥ τxm : |Xϵ,x
t | = 2ρ}, |Xϵ,x

τxm
| = ρ.

Then (Xϵ,x
τxm

)m≥0 is a Markov chain, where we use the convention Xϵ,x
τxm

= Xϵ,x
τϵ,x , if τ

x
m = ∞.

Fix δ > 0. Using Lemma 6.3.3, applied to N = ∂G, choose ρ0 > 0 such that for 0 < ρ < ρ0

lim sup
ϵ→0

ϵ log sup
|x|=2ρ

P(Xϵ,x
σx
ρ
∈ ∂G) ≤ −V +

δ

2
.

Now also fix ρ < ρ0. Moreover, choose T0 = T (V , ρ) according to Lemma 6.3.2. Then there
exists ϵ0 > 0 such that for any 0 ≤ ϵ < ϵ0,m ≥ 1 by the strong Markov property

sup
x∈G

P(τ ϵ,x = τxm) ≤ sup
|y|=2ρ

P(Xϵ,y
σy
ρ
∈ ∂G) ≤ e−

V − δ
2

ϵ ,
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and also

sup
x∈G

P(ϑxm − τxm−1 ≤ T0) ≤ sup
x∈G

P( sup
0≤t≤T0

|Xϵ,x − x| ≥ ρ) ≤ e−
V − δ

2
ϵ .

Now let k ∈ N. Then for x ∈ G

{τ ϵ,x ≤ kT0} ⊂ {τ ϵ,x = τx0 } ∪ ∪km=1[{τ ϵ,x = τxm} ∪ {ϑxm − τxm−1 ≤ T0}].

Hence for k ∈ N, x ∈ G

P(τ ϵ,x ≤ kT0) ≤ P(τ ϵ,x = τx0 ) +
k∑

m=1

[P(τ ϵ,x = τxm) + P(ϑxm − τxm−1 ≤ T0)]

≤ P(τ ϵ,x = τx0 ) + 2ke−
V − δ

2
ϵ .

Now take

k = [
1

T0
e

V −δ
ϵ ] + 1.

Then our estimate further yields for x ∈ G and with the help of Lemma 6.3.1

P(τ ϵ,x ≤ e
V −δ

ϵ ) ≤ P(τ ϵ,x ≤ kT0)

≤ P(Xϵ,x
σx
ρ
̸∈ Kρ(0)) +

4

T0
e−

δ
2ϵ → 0

as ϵ→ 0. The lower bound for E(τ ϵ,x) now follows from Chebyshev’s inequality.
5. We finally have to treat the case V = 0. Let δ > 0, x ∈ G. Choose ρ > 0 such that

K2ρ(0) ⊂ G. Further let c > 0. Then Lemma 6.3.1 and Lemma 6.3.2 combined with the
Markov property allow us to choose ϵ0 > 0 such that for 0 < ϵ < ϵ0

P(τ ϵ,x > e−
δ
ϵ ) ≥ P(Xϵ,x

σx
ρ
∈ Kρ(0)) · inf

|y|≤ρ
P( sup

0≤t≤T (c,ρ)
|Xϵ,y

t − y| ≤ ρ) → 1

as ϵ→ 0. This completes the proof of our main result.
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