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AN ANOMALY FORMULA FOR RAY–SINGER
METRICS ON MANIFOLDS WITH BOUNDARY

J. Brüning and Xiaonan Ma

Abstract. Using the heat kernel, we derive first a local Gauss–Bonnet–
Chern theorem for manifolds with a non-product metric near the boundary.
Then we establish an anomaly formula for Ray–Singer metrics defined by
a Hermitian metric on a flat vector bundle over a Riemannian manifold
with boundary, not assuming that the Hermitian metric on the flat vector
bundle is flat nor that the Riemannian metric has product structure near
the boundary.

0 Introduction

Let X be a compact m-dimensional smooth manifold, not necessarily ori-
ented, with boundary ∂X = Y and canonical embedding j : Y → X, and
let F be a flat complex vector bundle over X, equipped with its flat con-
nection ∇F . We denote by H•(X,F ) =

⊕m
p=0H

p(X, F ) the (absolute)
de-Rham cohomology of X with coefficients in F . For a finite dimensional
vector space E, set detE := ΛmaxE, and denote by (detE)−1 := detE∗

the dual line. Then it is customary to call the complex line,

detH•(X,F ) =
m⊗

p=0

(
detHp(X,F )

)(−1)p

, (0.1)

the determinant of the cohomology of F .
Next, choose a Hermitian metric hF on F and a smooth Riemannian

metric gTX on TX. By Hodge–de Rham theory, the de Rham cohomology
H•(X,F ) is canonically isomorphic to the kernel of an appropriately chosen
Laplacian. Hence the chosen metrics induce a canonical L2- metric hH•(X,F )

on H•(X,F ). Then the Ray–Singer metric ‖ ‖RS
det H•(X,F ) on detH•(X,F )
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is defined as the product of the metric induced on detH•(X,F ) by hH•(X,F )

with the Ray–Singer analytic torsion [RS], see §4.1.
If Y = ∅ and hF is flat, then it is known that ‖ ‖RS

det H•(X,F ) does not de-
pend on gTX . Indeed, the celebrated Cheeger–Müller theorem [Ch], [Mü1]
tells us that in this case the Ray–Singer metric can be identified with the so
called Reidemeister metric which is a topological invariant of the flat bun-
dle F [Mi]. Müller [Mü2] extended his result to the case where m = dimX
is odd and only the metric induced on detF is required to be flat.

It is natural to ask whether the Ray–Singer metric will be independent
of the chosen Hermitian metric on F even without any assumption of flat-
ness. Bismut and Zhang [BiZ1] generalized this discussion to arbitrary flat
vector bundles with arbitrary Hermitian metrics and showed that, in even
dimensions, the independence ceases to hold. Instead, there is an anomaly
formula: the logarithms of two Ray–Singer metrics differ by a local term
involving new secondary invariants.

There are also various extensions to the equivariant case, cf. [LR], [Lü],
[BiZ2]. Recently, Bismut and Goette [BiG], [Go] obtained a family version
of the Bismut–Zhang theorem under the assumption that there exists a
fiberwise Morse function for the fibration in question, which generalizes all
the above results.

Now consider X with Y �= ∅. This case was studied in [LR] and [Lü],
[V], [H], under the assumption that hF is flat and that gTX has product
structure near the boundary. Dai and Fang [DF] were the first to study this
problem with hF flat but without assuming a product structure for gTX

near Y ; they used methods completely different from ours. In [LüS], Lück
and Schick computed some examples to show that the boundary term does
not vanish in general. We learned about this problem from [DF] which
was very helpful for us even though we investigate the problem from a
rather different perspective. As an interesting by-product, our reasoning
also leads to a local Gauss–Bonnet–Chern theorem [Ch1,2], see Theorem 3.2
below, for manifolds without a product structure near the boundary. As a
notable feature of our proof, we derive the boundary contribution from the
fundamental solution of the model problem.

Let us now describe the geometric setting in greater detail. Let ‖ ‖det F

be the metric on the line bundle detF induced by hF , and let gTY be the
metric on TY induced by gTX . Denote by ∇TX and ∇TY the Levi–Civita
connection on (TX, gTX ) and (TY, gTY ), respectively, with curvature RTX

and RTY . Let o(TX) be the orientation bundle of TX. Let e(TX,∇TX),
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e(TY,∇TY ) be the associated representatives of the Euler class of TX, TY
in Chern–Weil theory, such that e(TX,∇TX ) is an o(TX)-valued closed
m-form on X. To account for the boundary, we introduce in (1.17), (1.19)
certain forms on Y , eb(Y,∇TX) and B(∇TX), such that eb(Y,∇TX) is an
o(TY )-valued m − 1-form on Y . If m is odd, then e(TX,∇TX ) = 0 and
eb(Y,∇TX) = 1

2e(TY,∇TY ).
Let Ω(X, o(TX)),Ω(Y, o(TX)) be the o(TX)-valued C∞ forms on X,Y .

The algebraic mapping cone of j∗ : Ω(X, o(TX)) → Ω(Y, o(TX)) is de-
fined as the following object: we put Ωp(X,Y, o(TX)) := Ωp(X, o(TX)) ⊕
Ωp−1(Y, o(TX)) and define, for (σ1, σ2) ∈ Ωp(X,Y, o(TX)), the differential
by d(σ1, σ2) := (dXσ1, j

∗σ1−dY σ2); then the complex (Ω•(X,Y, o(TX)), d)
calculates the relative cohomology H•(X,Y, o(TX)) [BoT, p. 78]. For
(σ1, σ2) ∈ Ω(X,Y, o(TX)), σ3 ∈ Ω(X), we define a nonsingular pairing

∫

(X,Y )
(σ1, σ2) ∧ σ3 :=

∫

X
σ1 ∧ σ3 −

∫

Y
σ2 ∧ j∗σ3 ; (0.2)

this induces the Poincaré duality H•(X,Y, o(TX)) × H•(X,R) → R. By
Theorem 1.9, the relative differential form

E(TX,∇TX) :=
(
e(TX,∇TX), eb(Y,∇TX)

)
(0.3)

is closed in Ω(X,Y, o(TX)) and defines the relative Euler class of TX,
and E(TX) := [E(TX,∇TX )] ∈ Hm(X,Y, o(TX)) does not depend on the
choice of gTX .

Next let (gTX
0 , hF

0 ) and (gTX
1 , hF

1 ) be two couples of metrics on (TX,F ).
We will use the subscripts 0, 1 to distinguish various objects associated with
these metrics. In Theorem 1.9, we show that there exists a canonical class

Ẽ
(
TX,∇TX

0 ,∇TX
1

) ∈ Ωm−1
(
X,Y, o(TX)

)
/dΩ
(
X,Y, o(TX)

)

such that
dẼ
(
TX,∇TX

0 ,∇TX
1

)
= E

(
TX,∇TX

1

)− E
(
TX,∇TX

0

)
. (0.4)

It is obvious from (0.4) that Ẽ defines the secondary relative Euler class of
TX in the spirit of Chern–Simons theory.

Let θ(F, hF
1 ) = Tr[(hF

1 )−1∇FhF
1 ] be the closed 1-form (cf. Definition 4.4),

which measures the variation of the metric ‖ ‖det F,1 on detF with respect
to the induced flat connection on detF ; θ(F, hF

1 ) vanishes if the metric
‖ ‖det F,1 is flat.

The main result of this paper generalizes [BiZ1, Thm. 0.1] to manifolds
with boundary; it reads as follows:

Theorem 0.1. Let (gTX
0 , hF

0 ), (gTX
1 , hF

1 ) be two couples of metrics on
TX and F . Then



770 J. BRÜNING AND XIAONAN MA GAFA

log
((‖ ‖RS

det H•(X,F ),1

‖ ‖RS
det H•(X,F ),0

)2)

= (−1)m
∫

(X,Y )
log
((‖ ‖det F,1

‖ ‖det F,0

)2)

E(TX,∇TX
0 )

+
∫

(X,Y )
Ẽ(TX,∇TX

0 ,∇TX
1 )∧θ(F, hF

1 )+rk(F )
[ ∫

Y
B(∇TX

1 )−
∫

Y
B(∇TX

0 )
]

.

(0.5)
Especially, if hF

0 = hF
1 is flat, then (0.5) reads

log
((‖ ‖RS

det H•(X,F ),1

‖ ‖RS
det H•(X,F ),0

)2)

= rk(F )
[ ∫

Y
B(∇TX

1 ) −
∫

Y
B(∇TX

0 )
]

. (0.6)

In fact, in [Ch, Cor. 3.29] Cheeger states (what is also implicit in the proof
of [RS, Thm. 7.3]) that the left-hand side of (0.6) depends only on the germ
of gTX

i restricted to Y , a crucial fact for Cheeger’s proof of the Ray–Singer
conjecture [Ch, §4]. In subsection 4.5, we find that our results coincide
with the results in [LüS, App.A] where Lück and Schick computed some
examples to show that the left-hand side of (0.6) does not vanish in general.
Note that (0.6) is different from the corresponding boundary contribution
in [DF, Thm. 1.1, or §2.2 and §4.4].

Note that in Theorem 0.1, we do not assume that hF
j (j = 0, 1) is flat,

nor do we impose any restriction on the metrics gTX
0 and gTX

1 . To derive
the (somewhat mysterious) local contribution from the boundary (i.e. to
calculate the asymptotics of the left-hand side in Theorem 4.5), we only
do the rescaling of the Clifford variable along Y and, inspired by [BiL,
§13 d), e)], we use a special trivialization of the vector bundles adapted to
the boundary geometry, in order to get a manageable limiting boundary
value problem. Finally, we introduce two extra Grassmann variables and a
strange rescaling.

In this paper, we work out in detail the results associated to the absolute
boundary condition on X. In [BrüM2], we will give the corresponding
results for the relative boundary condition on X, and will apply it to derive
the gluing formula for the analytic torsion in this general setting. Our
results were announced in [BrüM1].

This paper is organized as follows: In section 1, we construct the sec-
ondary classes for manifolds with boundary which appear in Theorem 0.1.
In section 2, we express the secondary relative Euler class from section 1
in terms of the Mathai–Quillen current. In section 3, we establish a local
Gauss–Bonnet–Chern theorem for manifolds with boundary which serves as
a model problem for our main result. In section 4, we establish the anomaly
formula for the Ray–Singer metric under the additional assumption (4.30),
and in section 5 we prove Theorem 0.1 in general.
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Some notation. If the vector space V = V + ⊕ V − is Z2 graded under
the involution τ , and if A,B ∈ End(V ), then we denote by [A,B] the
supercommutator of A and B, and put

Trs[A] := Tr[τA] .
We will denote by i(·) and w(·), respectively, the operators induced by the
interior and exterior product on forms. For I = {i1, . . . , ik} ⊂ {1, . . . ,m},
and {ei} an orthogonal basis of V with dual basis {ei}, we write w(eI) =
w(ei1)◦· · · ◦w(eik ) and i(eI) = i(ei1)◦· · · ◦ i(eik ). Indices α, β, γ will always
run from 1 to m− 1, and indices i, j, k will always run from 1 to m.

Acknowledgment. We thank Jean-Michel Bismut for very useful and
inspiring conversations. We are indebted to a referee for his very care-
ful reading of the manuscript, and also for very detailed comments. Our
collaboration was partially supported by Deutsche Forschungsgemeinschaft
through SFB 288 and the European Commission through the Research
Training Network “Geometric Analysis”. The final revision was done while
the second author was visiting Nankai Institute of Mathematics during July
and August 2005. He would like to thank Weiping Zhang for hospitality.

1 Secondary Classes for Manifolds with Boundary

In this section we define the secondary classes for manifolds with boundary
which appear in Theorem 0.1.

This section is organized as follows. In subsection 1.1, we recall the
definition of the Berezin integral [BiZ1, §3a)]. In subsection 1.2, we describe
the geometric setting, especially the connection from [Bi1, Def. 1.6]. In
subsection 1.3, we state a technical result which we prove in subsection 1.4.
In subsection 1.5, we construct the secondary classes for a fibration of
manifolds with boundary.

1.1 The Berezin integral. For Z2-graded algebras A,B with identity,
we introduce the Z2-graded tensor product A⊗̂B and define A := A⊗̂ I,
and B̂ := I ⊗̂ B, and we write ∧ := ⊗̂ such that A⊗̂B = A∧ B̂. Let E and
V be finite dimensional real vector spaces of dimension n and l, respectively.
Assume that E is Euclidean and oriented, with oriented orthonormal basis
{ei}n

i=1 and dual basis {ei}n
i=1 with respect to the Euclidean metric hE ,

and denote by ΛE∗ the exterior algebra of E∗. Then the Berezin integral
we use is the linear map

∫ B

: ΛV ∗ ∧ Λ̂E∗ → ΛV ∗, α ∧ β̂ �→ cB β(e1, . . . , en)α , (1.1)
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where the normalizing constant is given by cB := (−1)n(n+1)/2π−n/2. More
generally, for any Euclidean space E with orientation line o(E), the Berezin
integral maps ΛV ∗ ∧ Λ̂E∗ into ΛV ∗ ⊗ o(E).

In the sequel, we no longer assume that E is oriented. Let C be an
antisymmetric endomorphism of E. We identify C with the element of
Λ̂E∗ given by

Ċ = 1
2

∑

1≤i,j≤n

〈ei, Cej〉êi ∧ êj. (1.2)

This being understood, the Pfaffian Pf[C/2π] of C/2π is defined by
∫ B

exp
(
−Ċ
2

)
= Pf

[
C
2π

] ∈ o(E) . (1.3)

Clearly, Pf[C/2π] vanishes if n is odd.

1.2 The canonical connection of a fibration. Let W be a smooth
manifold with boundary V . Let S be another manifold and let πW : W → S
be a fibration with m-dimensional compact fiber X, which induces a fibra-
tion πV : V → S with compact fiber Y such that Y = ∂X. Let TX, TY be
the corresponding tangent bundles along the fibers, and let THW ⊂ TW
be a horizontal subbundle such that THW ⊕ TX = TW , with projections
P T HW and P TX . For U ∈ TS, we denote by UH ∈ THW its horizontal
lift.

Let gTX be a metric on TX and denote by gTY the metric on TY
induced by gTX . Let N be the (orientable) normal bundle to Y in X which
we identify with the orthogonal complement of TY in TX.
Definition 1.1. The canonical metric connection ∇TX on (TX →W,gTX )
is defined by the following properties:

a) On each fiber X, ∇TX restricts to the Levi–Civita connection of
(TX, gTX ).

b) If U ∈ TS, then
∇TX

UH = LUH + 1
2(gTX)−1(LUHgTX) . (1.4)

We recall a simple result stated in [BiGS1, Thm. 1.2] (cf. [Bi3, Thms. 1.1
and 1.2]) the proof of which can also be found in [BGV, Prop. 10.2].
Theorem 1.2. If gTW is a metric on TW with Levi–Civita connection
∇TW such that gTW induces the given metric gTX on TX, and THW is
the orthogonal bundle to TX in TW with respect to gTW , then

∇TX = P TX∇TW . (1.5)
On V , we denote by P TY and PN the orthogonal projections from TX|V

onto TY and N respectively. Set ∇TY := P TY ∇TX|V and let RTY be the
curvature of ∇TY .
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Theorem 1.3 [Bi3, Thm. 1.9]. Set THV := (THW⊕N)∩TV . Then ∇TY

is the canonical connection on TY defined by the data (πV , T
HV, gTY ).

Proof. Let gTV be the metric on TV induced by gTW in Theorem 1.2;
then THV is the orthogonal bundle to TY in TV with respect to gTV .
Also on V , TW = THV ⊕ TY ⊕ N . If P TV is the orthogonal projection
TW |V → TV and if ∇TV is the Levi–Civita connection on (TV, gTV ), then
clearly ∇TV = P TV ∇TW . Thus

∇TY = P TY P TX∇TW = P TY P TV ∇TW = P TY ∇TV , (1.6)
and Theorem 1.3 follows from (1.5). �

For later use, it is useful to extend the splitting TX|V = TY ⊕ N to
a neighborhood of V . We suppose that W is compact. Let en be the
inward pointing unit normal at any boundary point. Then there exists
ε > 0 such that for any y ∈ V , expX

y (uen(y)) ∈ W , the geodesic in the
fiber X with respect to gTX , is well defined for u ∈ [0, ε); we use this map
to identify V × [0, ε) with Uε, a neighborhood of V in W ; we denote by
πε : V × [0, ε) → V the natural projection. Then there exists a family of
metrics, gTY (xm), on TY such that

gTX(y, xm) = dx2
m + gTY (xm) , (y, xm) ∈ V × [0, ε) . (1.7)

Let 1TX = π∗εTY, 2TX = π∗εN , then 1TX and 2TX are smooth orthog-
onal sub-bundles of TX|Uε , and 2TX is the trivial line bundle with the
frame em = ∂/∂xm; and for x = (y, xm) ∈ Uε, 1TXx,

2TXx are obtained
by parallel transport of TyY,Ny with respect to the connection ∇TX along
the geodesic [0, 1] � u �→ (y, uxm). For j = 1, 2, let P

jTX be the orthog-
onal projection operator from TX|Uε onto jTX, and denote by ∇jTX the
connection on jTX given by ∇jTX = P

jTX∇TX . Then the restriction of
∇1TX to V coincides with ∇TY . Next let sp∇TX = ∇1TX ⊕∇2TX be the
direct sum connection on TX = 1TX⊕ 2TX with curvature spRTX (where
“sp” refers to “split”), and set

A := ∇TX − sp∇TX = P
1TX∇TXP

2TX + P
2TX∇TXP

1TX . (1.8)
Then A is a 1-form on Uε0 taking values in the skew-adjoint endomorphisms
of TX which exchange 1TX and 2TX. By construction,

sp∇TXem = 0 ,
A(em) = 0 ,

∇TX
em
em = 0 on Uε ,

spRTX |V = RTY on V .
(1.9)

Moreover, A defines the second fundamental form of Y which measures the
deviation from a metric product structure near the boundary: if y0 ∈ V
and Z1, Z2 ∈ Ty0Y , we choose extensions Z̃1, Z̃2 to vector fields on Uε by
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extending first to Y and then trivially to V × [0, ε); then we get at y0
〈
A(Z1)Z2, em

〉
=
〈∇TX

Z1
Z̃2, em

〉
= −〈∇TX

em
Z̃1, Z2

〉
= −1

2(Lemg
TX)(Z1, Z2) .

(1.10)
In particular, Ay0(Z1)Z2 is symmetric for Z1, Z2 ∈ Ty0Y . From (1.8), and
(1.9), we get the Gauss–Codazzi equation for the second fundamental form
(cf. [C, §6.3]): If y0 ∈ V , Z1, Z2 ∈ Ty0Y , W1,W2 ∈ Ty0X, then
〈
(RTX

y0
− spRTX

y0
)(W1,W2)Z1, Z2

〉
gTX =

〈
A2

y0
(W1,W2)Z1, Z2

〉
gTX

=
〈
A2

y0
(P TYW1, P

TYW2)Z1, Z2

〉
gTX . (1.11)

For U ∈ TS, let UH,V ∈ THV ⊂ TV be the lift of U , and UH,N
(y,xm) =

UH
(y,xm) − UH,V

y ∈ TX for (y, xm) ∈ V × [0, ε), then UH,N ∈ N on V .
Moreover, [UH,V , em] = 0, thus by (1.7), (LUH,V gTX)em = 0. By (1.4),
(1.7) and (1.9), on V

A(UH,V )em=∇TX
UH−UH,N em=∇TX

UH em=LUH,N em+1
2(gTX)−1(LUH,NgTX)em .

(1.12)

1.3 An identity for eb. If ω is a smooth section of Λ(T ∗W ) we identify
ω with the section ω ⊗̂ 1 of Λ(T ∗W ) ⊗̂ ̂Λ(T ∗W ); ω̂ will denote the section
1 ⊗̂ ω̂ of Λ(T ∗W ) ⊗̂ ̂Λ(T ∗W ) as before. We will apply the Berezin integral
from subsection 1.1 to Λ(T ∗W )⊗̂ ̂Λ(T ∗X) and Λ(T ∗V )⊗̂Λ̂(T ∗Y ), and, for
convenience, we will denote this operation by

∫ BX and
∫ BY , respectively.

Let {ei}m
i=1 be an orthonormal frame of (TX, gTX ) and let {ei} be the

corresponding dual frame of T ∗X. Set

ṘTX := 1
2

∑

1≤i,j≤m

〈
ei, R

TXej
〉
êi ∧ êj ∈ Λ2(T ∗W )⊗̂ ̂Λ2(T ∗X) . (1.13)

Let j : V ↪→ W be the natural embedding. We only consider or-
thonormal frames {ei}m

i=1 of TX with the property that near the boundary
V , em =: en is the inward-pointing unit normal at any boundary point.
We will use Greek indices to specify the induced frame of TY , such that
{eα}m−1

α=1 denotes a local orthonormal frame for TY .
Let o(TX) be the orientation bundle of TX, which is a flat real line bun-

dle on X [BoT, p. 88]. To compare the Berezin integrals
∫ BX and

∫ BY , we
identify o(TX)|Y with o(TY ) as follows: as explained in [BoT, p. 88], we can
view o(TX) as the real line bundle det(T ∗X) on the fiberX, with transition
functions in {±1}; then we identify the section (−em) ∧ σ ∈ det(T ∗X)|Y
with σ ∈ det(T ∗Y ) on Y . Consequently, for γ ∈ Λ(T ∗W ) and β ∈ Λ̂(T ∗Y )
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on Y , we have ∫ BX

γβ ∧ êm = π−1/2

∫ BY

γβ . (1.14)

(Assume W = X. If X is orientable and (−em) ∧ e1 ∧ · · · ∧ em−1 defines
the orientation of X, then (1.14) means that e1 ∧ · · · ∧ em−1 is the induced
orientation on Y , such that the Stokes theorem,

∫
X dγ =

∫
Y γ, holds for

γ ∈ Ω(X). In general, if γ ∈ Ω(X, ̂Λm(T ∗X)) such that γ = γ1 ∧ êm on Y ,
then (1.14) means that

∫
X d
∫ BX γ = π−1/2

∫
Y

∫ BY γ1; this equation holds
even if X is not orientable.)

On V , set

Ṡ := 1
2j

∗∇TX êm = −1
2

m−1∑

β=1

〈en, Aeβ〉 êβ ∈ T ∗V ⊗̂ ̂Λ1(T ∗Y ) ,

j∗ṘTX := 1
2

∑

1≤i,j≤m

〈ei, j∗RTXej〉êi ∧ êj ∈ Λ2(T ∗V )⊗̂ ̂Λ2(T ∗X) ,

ṘTX |Y := 1
2

∑

1≤γ,δ≤m−1

〈eγ , j∗RTXeδ〉êγ ∧ êδ ∈ Λ2(T ∗V )⊗̂ ̂Λ2(T ∗Y ) ,

ṘTY := 1
2

∑

1≤γ,δ≤m−1

〈eγ , RTY eδ〉êγ ∧ êδ ∈ Λ2(T ∗V )⊗̂ ̂Λ2(T ∗Y ) .

(1.15)
By (1.8) and (1.11), we have

ṘTY = ṘTX |Y − 2Ṡ2. (1.16)

The Chern–Weil forms e(TX,∇TX) := Pf[RTX/2π] and e(TY,∇TY ) :=
Pf[RTY /2π] are closed and e(TX,∇TX ) is an o(TX)-valued m-form on W
which represents the Euler class of TX. On V , we further introduce

eb(V,∇TX) := (−1)m−1

∫ BY

exp
(

−1
2
(
ṘTX |Y )

) ∞∑

k=0

Ṡk

2Γ
(

k
2 + 1

) ,

µ(∇TX) :=
√
π

∫ BX

exp
(

−1
2
j∗ṘTX

) ∞∑

k=1

Ṡk−1

2Γ
(

k
2 + 1

) ,

B(∇TX) := −
∫ 1

0

du

u

∫ BY

exp
(

−1
2
ṘTY − u2Ṡ2

) ∞∑

k=1

(uṠ)k

2Γ
(

k
2 + 1

) .

(1.17)

(There is a misprint in the definition of B(∇TX) in [BrüM1, (14)], the
right-hand side must be multiplied by −1.) Then eb(V,∇TX), B(∇TX)
(resp. µ(∇TX)) are m − 1 (resp. m)-forms on V with values in o(TY ). If
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dimX = m is odd, then by (1.16) and (1.17),

eb(V,∇TX) =
∫ BY

exp
(

−1
2
(ṘTX |Y )

) ∞∑

k=0

Ṡ2k

2Γ(k + 1)

=
1
2

∫ BY

exp
(

−1
2
ṘTY

)

=
1
2
e(TY,∇TY ) , (1.18)

B(∇TX) =
∫ 1

0

∫ BY

exp
(

−1
2
ṘTY

)(
exp(−u2Ṡ2) − 1

) du

2u

=
∫ BY

exp
(

−1
2
ṘTY

) ∞∑

k=1

(−Ṡ2)k

4kΓ(k + 1)
. (1.19)

Now we present the main result of this subsection; its proof will be given
in the next subsection.
Theorem 1.4. On V we have

dV eb(V,∇TX) = j∗e(TX,∇TX) , (1.20a)

dVB(∇TX) = µ(∇TX) . (1.20b)

Remark 1.5. If dimX = m is even, then by (1.32), (1.33) and (1.34),
eb(V,∇TX) represents the Chern–Simons class ẽ(V,∇TX , sp∇TX).

With the notation of subsection 1.4 (cf. (1.36), (1.40)), we get in general

B
(∇TX

)
= (−1)m

∫ 1

0

ds
s

[

eb
(
V,∇TX

s

)− 1
2

∫ BY

exp
(
−1

2

(
ṘTX

s |Y )
)]

. (1.21)

1.4 Proof of Theorem 1.4. Set W̃ = W × R, j̃ := j × idR, πfW
:=

πW × idR : W̃ → S × R. Let pW : W̃ → W , pV : Ṽ := V × R → V ,
pR : W̃ → R be the natural projections. We denote by X̃ the fibers with
boundary Ỹ of the fibration πfW

. We will denote by TX̃ the tangent bundle
along the fiber of πfW

.
We only need to prove Theorem 1.4 on compact subsets of S, thus we

may assume S compact. We use the notation in subsections 1.2, 1.3. Let
gTX
0 be a smooth metric on TX such that on V × [0, ε),

gTX
0 (y, xm) = dx2

m + gTY (0) . (1.22)

Let gT eX be a smooth metric on the bundle TX̃ over W̃ such that for
(x, s) ∈W × [0, 1], with gTX

1 := gTX ,

gT eX(x, s) = (1 − s)gTX
0 + sgTX

1 . (1.23)
We extend THW on W × {0} to T̃HW on W̃ such that on V × [0, ε) × R,
for U ∈ TS, y ∈ V , xm ∈ [0, ε), s ∈ [0, 1],

UH(y, xm, s) = (1 − s)UH,V (y) + sUH(y, xm) . (1.24)
Set THW̃ = T̃HW ⊕ p∗

R
TR.
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Now we apply the construction in subsection 1.2 to this new fibration
(πfW

, THW̃ , gT eX). Thus let ∇T eX be the canonical connection on TX̃ with

curvature RT eX , and let Ã, ˙̃
S be the tensors on V × R = ∂W × R defined

by (1.8) and (1.15). Let ∇TX
s be the connection on TX induced by the

restriction of ∇T eX on W ×{s} and denote its curvature by RTX
s . By (1.4)

and (1.23), ∇T eX
∂/∂sen = 0 on ∂W × [0, 1]. Thus for (y, s) ∈ ∂W × R and

s ∈ [0, 1], we get from (1.10), (1.12), (1.23) and (1.24),

Ã(y, s) = sA(y) , ˙̃
S(y, s) = sṠ(y) . (1.25)

Proposition 1.6. If dimX is odd, then on V × R,

dV ×R

∫ BX

êm ∧ exp
(
−1

2 j̃
∗ṘT eX

)
=
∫ BX

2 ˙̃
S ∧ exp

(
−1

2 j̃
∗ṘT eX

)
. (1.26)

Proof. The Bianchi identity asserts that [∇T eX , ṘT eX ] = 0 on W̃ . As the
connection ∇T eX preserves the metric gT eX , we have, for any smooth section

σ of Λ(T ∗W̃ ) ⊗̂ ̂Λ(T ∗X̃), dfW
∫ BX σ =

∫ BX ∇T eXσ (cf. [BGV, Prop. 1.50]).
Thus with (1.15) we get (1.26). �

Lemma 1.7. For s ∈ [0, 1],

j̃∗ṘT eX |V ×{s} = ṘTX |Y − 2(1 − s2)Ṡ2

+ s
m−1∑

α=1

〈
eα, j

∗RTXem
〉
êα ∧ êm + 2ds ∧ Ṡ ∧ êm. (1.27)

Proof. From (1.8), with our notation for supercommutators,
j∗RTX = spRTX + [sp∇TX|V , A] +A2 . (1.28)

By (1.8), (1.23), and (1.25), we get, on ∂W × [0, 1],

j̃∗∇T eX = sp∇T eX|V ×R + sp∗VA ,
sp∇T eX|V ×R = p∗V

sp∇TX|V + ds ∧ L∂/∂s .
(1.29)

Thus
j̃∗RT eX |V ×{s} = spRTX + s2p∗VA

2 + ds ∧ p∗VA+ sp∗V [sp∇TX|V , A] . (1.30)
From (1.15), (1.16), (1.28), and (1.30), we get (1.27). �

Proof of Theorem 1.4. Note that for k ∈ N,
∫ 1

0
(1−s2)kds =

1
2

∫ 1

−1
(1−s2)kds = 22k

∫ 1

0
sk(1−s)kds =

22k(k!)2

(2k + 1)!
. (1.31)

Let δ1,s, µ1,s ∈ C∞(W,Λ(T ∗W ) ⊗ o(TX)), δ2,s, µ2,s ∈ C∞(V,Λ(T ∗V ) ⊗ o(TX))
be forms such that

e
(
TX̃,∇T eX

)|W×{s} =
∫ BX

exp
(
−1

2Ṙ
T eX
) ∣
∣
∣
W×{s}

= p∗Wµ1,s+ds ∧ p∗W δ1,s ,
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∫ BX ˙̃
S exp

(
−1

2 j̃
∗ṘT eX

) ∣
∣
∣
V ×{s}

= p∗V µ2,s + ds ∧ p∗V δ2,s . (1.32)

As e(TX̃,∇T eX) is closed on W̃ , (1.32) implies

dW δ1,s = ∂
∂s

∫ BX

exp
(
−1

2Ṙ
TX
s

)
. (1.33)

If dimX is even, by (1.14), (1.27), and (1.31), we have on V

∫ 1

0
dsj∗δ1,s =

∫ 1

0
ds

∫ BX

exp
(

−1
2
ṘTX |Y + (1 − s2)Ṡ2

)

(−Ṡ ∧ êm)

= − 1√
π

∫ BY

exp
(

−1
2
ṘTX |Y

) ∞∑

k=0

22kk!
(2k+1)!

Ṡ2k+1 = eb(V,∇TX) . (1.34)

From (1.33) and (1.34), we get (1.20a).

Applying (1.20a) on W×R, we get deV eb(Ṽ ,∇T eX) = j̃∗e(TX̃,∇T eX), and
by (1.17), the component in Λ(T ∗V )⊗o(TX) of eb(Ṽ ,∇T eX) is eb(V,∇TX

s ).
Thus (1.32) implies

j∗µ1,s = dV eb
(
V,∇TX

s

)
. (1.35)

Thus by (1.16), (1.17), (1.25), (1.27), and (1.35),
∫ 1

0

ds

s
j∗µ1,s = dV

∫ 1

0

ds

s
eb
(
V,∇TX

s

)
= dVB

(∇TX
)
. (1.36)

But by (1.17), (1.27), (1.31) and (1.32), we have
∫ 1

0

ds

s
j∗µ1,s =

∫ 1

0
ds

∫ BX

exp
(

−1
2
ṘTX |Y + (1 − s2)Ṡ2

)

×
(

−1
2

)m−1∑

α=1

〈
eα, j

∗RTXem
〉
êα ∧ êm

=
∫ 1

0
ds

∫ BX

exp
(

−1
2
j∗ṘTX + (1 − s2)Ṡ2

)

=
√
π

∫ BX

exp
(

−1
2
j∗ṘTX

) ∞∑

k=0

Ṡ2k

2Γ
(
k + 3

2

) = µ(∇TX) .

(1.37)

This gives (1.20b) in the even dimensional case.
If dimX is odd, then eb(V,∇TX) is closed on V by (1.18). From (1.17),

(1.25), (1.27) and (1.32), as in (1.37)
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√
π

∫ 1

0

ds
s µ2,s =

√
π

∫ 1

0
ds

∫ BX

sṠ exp
(
−1

2Ṙ
TX |Y + (1 − s2)Ṡ2

)

× −1
2

m−1∑

α=1

〈
eα, j

∗RTXem
〉
êα ∧ êm

=
√
π

∫ 1

0
ds

∫ BX

exp
(
−1

2j
∗ṘTX + (1−s2)Ṡ2

)
sṠ = µ

(∇TX
)
.

(1.38)

By (1.16), (1.25) and (1.27), at s ∈ [0, 1],

ṘT eX |Ỹ = ṘTX
s |Y = ṘTY + 2s2Ṡ2. (1.39)

Observe that by (1.14),
√
π
∫ BX êm exp

(− 1
2Ṙ

T eY
)

=
∫ BY exp

(− 1
2Ṙ

TY
)

=
e(TY,∇TY ) is closed. We combine the identity (1.39) with (1.14), (1.19),
(1.26), and (1.27) to find

√
π

∫ 1

0

ds
s µ2,s =

√
π

∫ 1

0

ds
s d

V

∫ BX
1
2 ê

m
[
exp
(
−1

2j
∗ṘTX

s

)
− exp

(
−1

2Ṙ
T eY
)]

=
∫ 1

0

ds
s d

V

∫ BY
1
2

[
exp
(
−1

2(ṘTX
s |Y )

)
− exp

(
−1

2Ṙ
TY
)]

= dV B
(∇TX

)
.

(1.40)
The proof of Theorem 1.4 is complete. �

1.5 The secondary classes for manifolds with boundary. Let
Ω(W,o(TX)), Ω(V, o(TX)) be the o(TX)-valued C∞ forms on W,V . The
algebraic mapping cone of j∗ : Ω(W,o(TX)) → Ω(V, o(TX)) is defined as
the following object: we put

Ωp
(
W,V, o(TX)

)
= Ωp

(
W,o(TX)

) ⊕ Ωp−1
(
V, o(TX)

)
, (1.41)

and define the differential by
d(σ1, σ2) = (dWσ1, j

∗σ1 − dV σ2) ; (1.42)
then the complex (Ω(W,V, o(TX)), d) calculates the relative cohomology
H∗(W,V, o(TX)) (cf. [BoT, p. 78]). Now we define the relative Euler form
of TX associated to ∇TX

E(TX,∇TX ) :=
(
e(TX,∇TX), eb(V,∇TX)

) ∈ Ωm
(
W,V, o(TX)

)
. (1.43)

Let gTX
0 , gTX

1 be two metrics on TX, and let TH
0 W , TH

1 W be two hori-
zontal sub-bundles of TW . Let (gTX

s )s∈R be a family of metrics connecting
gTX
0 and gTX

1 , with a family (TH
s W )s∈R of horizontal sub-bundles. We will

use the subscript s to distinguish the corresponding objects, like gTY
s , ∇TX

s ,
∇TY

s , etc.
For the fibration πfW

: W̃ = W × R → S × R in subsection 1.3. Let

TH(W ×R)s = TH
s W ⊕TR, and denote by gT eX the metric on TX̃ induced



780 J. BRÜNING AND XIAONAN MA GAFA

by gTX
s . Then by (1.4), ∇T eX = ∇TX

s + ds ∧ ( ∂
∂s + 1

2(gTX
s )−1 ∂

∂sg
TX
s

)
, thus

RT eX = p∗WRTX
s + ds ∧ ( ∂

∂s∇TX
s − 1

2

[∇TX
s , (gTX

s )−1 ∂
∂sg

TX
s

])
. (1.44)

Definition 1.8. We define

ẽ
(
TX,∇TX

s

)
:=
∫ 1

0
ds i
(

∂
∂s

)
e
(
TX̃,∇T eX

) ∈ Ωm−1
(
W,o(TX)

)
,

ẽb
(
V,∇TX

s

)
:=
∫ 1

0
ds i
(

∂
∂s

)
eb
(
V × R,∇T eX

) ∈ Ωm−2
(
V, o(TX)

)
,

Ẽ
(
TX,∇TX

0 ,∇TX
1

)
:=
(
ẽ
(
TX,∇TX

s

)
,−ẽb

(
V ,∇TX

s

)) ∈ Ωm−1
(
W,V ,o(TX)

)
.

(1.45)
If V = ∅, then Ẽ is the Chern–Simons form associated with the Euler

class of TX, as defined in [BiZ1, (4.53)].
Let ẽ(TY,∇TY

0 ,∇TY
1 ) be the Chern–Simons class of smooth m−2-forms

on V with values in the orientation line bundle o(TY ), which is defined
modulo exact forms, and satisfies

dẽ
(
TY,∇TY

0 ,∇TY
1

)
= e
(
TY,∇TY

1

)− e
(
TY,∇TY

0

)
. (1.46)

If dimX is odd, then we derive from (1.18) and (1.45):
ẽ
(
TX,∇TX

s

)
= 0 ,

2ẽb
(
V,∇TX

s

)
= ẽ
(
TY,∇TY

0 ,∇TY
1

)
in Ωm−2

(
V, o(TY )

)/
dΩ(V, o(TY )

)
.

(1.47)
Theorem 1.9. 1. E(TX,∇TX) is closed in the complex (Ω(W,V ,o(TX)),d)
and, modulo exact forms, it does not depend on the choice of gTX and
THW , i.e. the cohomology class E(TX) = [E(TX,∇TX)] ∈ Hm(W,V, o(TX))
does not depend on gTX and THW .

2. For a path of metrics on TX and of horizontal sub-bundles of TW
as above,

dẼ
(
TX,∇TX

0 ,∇TX
1

)
= E

(
TX,∇TX

1

)− E
(
TX,∇TX

0

)
. (1.48)

Modulo exact forms, Ẽ(TX,∇TX
0 ,∇TX

1 ) does not depend on the choice of
the paths gTX

s and TH
s W . Thus it defines the secondary relative Euler class

of TX in the sense of Chern–Simons.
3. We also have∫ 1

0
ds i
(

∂
∂s

)
µ
(∇T eX

)
= B

(∇TX
1

)−B
(∇TX

0

)− dV

∫ 1

0
ds i
(

∂
∂s

)
B
(∇T eX

)
.

(1.49)

Proof. 1 is a simple application of (1.20a). From Theorem 1.4 we get
the first part of 2; to get the second part of 2, we use a deformation
argument as in subsection 1.4. Let gTX

s,1 (resp. TH
s,1W ) be another fam-

ily of metrics on TX (resp. sub-bundles of TW ) such that gTX
i,1 = gTX

i ,
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TH
i,1W = TH

i W for i = 0, 1. Let π : W = W × R × R → S = S × R × R

be the fibration with fiber X induced by πW : W → S, and let pW :
W →W be the natural projection. Let gTX

s,l be a family of metrics on TX
such that gTX

s,0 = gTX
s and gTX

s,1 = gTX
s,1 , gTX

i,l = gTX
i for i = 0, 1,

and in the same way, TH
s,lW is a family of paths connecting TH

s W

and TH
s,1W . Set THW = TH

s,lW ⊕ TR ⊕ TR. Then the construction above
applies to the fibration π. Let γ1 ∈ C∞(W,p∗W Λ(T ∗W ) ⊗ o(TX)),
γ2 ∈ C∞(V × R × R, p∗W Λ(T ∗V ) ⊗ o(TX)) be the coefficients of ds dl in
e(TX,∇TX) and eb(V × R × R,∇TX). Integrating the coefficient of ds dl
in the equations dW e(TX,∇TX) = 0 and dV ×R×Reb(V × R × R,∇TX) =
(j × Id × Id)∗e(TX,∇TX) on [0, 1]2, we get

ẽ
(
TX,∇TX

s,1

)− ẽ
(
TX,∇TX

s,0

)
= dW

∫ 1

0
dl

∫ 1

0
ds γ1 ,

ẽb
(
V,∇TX

s,0

)−ẽb
(
V,∇TX

s,1

)
+dV

∫ 1

0
dl

∫ 1

0
ds γ2 = j∗

∫ 1

0
dl

∫ 1

0
ds γ1 .

(1.50)

This gives the second part of 2.
From (1.20b), we get dV ×RB(∇T eX) = µ(∇T eX). By comparing the

coefficient of ds, we get i
(

∂
∂s

)
µ(∇T eX) = ∂

∂sB(∇TX
s ) − dV

(
i
(

∂
∂s

)
B(∇T eX)

)

which implies (1.49). �

Remark 1.10. Let us make explicit our sign conventions when inte-
grating differential forms along the fiber for the fibration W → S. If γ is a
differential form on S and (σ1, σ2) ∈ Ω(W,V, o(TX)) with compact support
along the fibers, then

∫

X
(π∗W γ) ∧ σ1 = γ

(∫

X
σ1

)

,

∫

Y
(π∗Wγ) ∧ σ2 = γ

(∫

Y
σ2

)

,

∫

(X,Y )
(σ1, σ2) :=

∫

X
σ1 + (−1)deg σ2−m

∫

Y
σ2 .

(1.51)

Then (1.51) is compatible with (0.2) in the following sense: if (σ1, σ2) ∈
Ω(W,V, o(TX)) is closed (resp. exact), then

∫
(X,Y )(σ1, σ2) is a closed (resp.

exact) form on S. In fact, let dX be the exterior differentiation along the
fiber X, then by [BGV, Prop. 10.1],

dS

∫

Y
σ2 =

∫

Y
dV σ2 ,

dS

∫

X
σ1 =

∫

X

(
dWσ1−dXσ1

)
=
∫

X
dWσ1−(−1)deg σ1−m+1

∫

Y
j∗σ1 .

(1.52)
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This implies that the form
∫
X e(TX,∇TX)ω − (−1)deg ω

∫
Y eb(V,∇TX)ω is

closed on S, for any closed form ω on W .

2 Secondary Classes and Mathai–Quillen Form

In this section, we construct the secondary relative Euler class for manifolds
with boundary introduced in section 1, using the Mathai–Quillen form.

This section is organized as follows. In subsection 2.1, we recall the
Mathai–Quillen construction of the transgressed Euler forms for Euclidean
vector bundles in the formalism of Berezin integrals [BiZ1, §3b)-d)]. In
subsection 2.2, we construct the secondary relative Euler class.

2.1 A transgressed Euler class. Let W be a smooth manifold with
boundary V . Let πE : E →W be a real vector bundle of dimension m. Let
hE be a Euclidean metric on E, let ∇E be a Euclidean connection on (E, hE)
with curvature RE; then RE is a smooth section of Λ2(T ∗W ) ⊗ End(E).
Also, π∗E∇E is a Euclidean connection on π∗E(E,hE) with curvature π∗ER

E ,
a smooth section of Λ2(T ∗E) ⊗ End(π∗EE). As in (1.2) and (1.13), we
identify RE with ṘE ∈ C∞(W,Λ2(T ∗W ) ⊗̂ Λ̂2E∗).

Let {hi}m
i=1 be an orthonormal basis of E and let {hi}m

i=1 be the corre-
sponding dual basis of E∗. The connection ∇E defines a horizontal subspace
THE of TE such that TE = THE⊕E. Let PE be the projection TE → E
and let PE∗ : E∗ → T ∗E be the transpose of PE. Then PE is a section
of T ∗E ⊗ E and PE

Z = (π∗E∇E)Z. Denote by E � Z → Zb ∈ E∗ the
isomorphism induced by the metric hE , then PE will be identified with the
section of T ∗E ⊗̂ Ê∗ given by ṖE =

∑m
i=1(P

E∗hi) ⊗ ĥi.

Definition 2.1. For t > 0, let At be the section of Λ(T ∗E) ⊗̂ π∗EΛ̂E∗ on
E given by

At(Z) = 1
2π

∗
EṘ

E +
√
tṖE

Z + t|Z|2 for all Z ∈ E . (2.1)

We will apply the formalism of Berezin integrals, summarized in sub-
section 1.1, to TE: If ω is a smooth section of Λ(T ∗E) ⊗̂π∗EΛ̂E∗,

∫ B
ω is

a smooth section of Λ(T ∗E) ⊗̂ π∗Eo(E), i.e. a smooth differential form on
E with values in π∗Eo(E). Set e(E,∇E) := Pf[RE/2π]. Then e(E,∇E) is
a smooth closed section of ΛdimE(T ∗W ) ⊗̂ o(E). If V = ∅, e(E,∇E) is a
Chern–Weil representative of the rational Euler class of E. Of course, if
dimE is odd, then e(E,∇E) = 0.
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Definition 2.2. We define two differential forms on E with values in
π∗Eo(E) by

at(Z) =
∫ B

exp
(−At(Z)

)
, bt(Z) =

∫ B
cZb

2
√

t
∧ exp

(−At(Z)
)
. (2.2)

Let
∫
E denote the fiber integral of forms on E taking values in π∗Eo(E).

Now we state an important result of Mathai and Quillen [MQ, Thm. 6.4]
(also cf. [BiZ1, Thms. 3.4, 3.5]).

Theorem 2.3. The forms at are closed of degree m. For t > 0, the forms
at represent the Thom class of E, such that

∫
E at = 1. Moreover, for t > 0

we have the relations
a0 = π∗Ee(E,∇E) ,

bt = − 1
2t i(Z)at ,

∂at
∂t = −dbt .

(2.3)

Then

ψ(E,∇E) := lim
ε→0

∫ 1/ε

ε
btdt (2.4)

exists as an (m− 1)-form on E \ {0} with values in π∗Eo(E).

Definition 2.4. The form ψ(E,∇E) is called the Mathai–Quillen form.

In fact, ψ(E,∇E) is defined on E as a current (cf. [BiZ1, Thm. 3.7]) and
dψ(E,∇E) = π∗Ee(E,∇E) − δW ,

ψ(E,∇E)(λZ) = (signλ)mψ(E,∇E)(Z), forλ ∈ R \ {0} . (2.5)

Remark 2.5. If E = TW , then the restriction of ψ(E,∇E) to the sphere
bundle S(E) of E coincides with the transgressed Euler class defined by
Chern (cf. [Che2], [Z, §3.5]).

The following result was essentially obtained in [BiZ1, (6.20)].

Proposition 2.6. Let jS : S(E) → E be the natural injection. Let
E⊥ ⊂ π∗EE be the relative tangent bundle of the fibration πS : S(E) →W .
We identify o(E⊥) to π∗So(E) as in (1.14), in viewing S(E) as the boundary

of the unit ball D(E) on each fiber. Let ∇E⊥
be the connection on E⊥

induced by π∗E∇E by taking the orthogonal projection. If dimE is odd,
then on S(E),

j∗Sψ(E,∇E) = 1
2e(E

⊥,∇E⊥
) . (2.6)

Proof. Let L ⊂ π∗EE be the tautological line bundle on S(E), then E⊥ is the
orthogonal complement of L in (π∗SE,h

π∗
SE). Let PL, PE⊥

be the orthogo-
nal projections from (π∗SE,h

π∗
SE) onto L,E⊥, then ∇E⊥

= PE⊥
π∗S∇E . Set

∇L = PLπ∗S∇E, A = π∗S∇E − (∇E⊥ ⊕∇L), then A is a one-form on S(E)
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taking values in the skew-adjoint endomorphisms of π∗SE which exchange
E⊥ and L. Let σL be the tautological section of π∗SE such that −σL is the
inward pointing unit vector of S(E) in D(E). Then j∗SP

E = π∗S∇EσL =

AσL ∈ T ∗S(E) ⊗ E⊥. Set ṠσL
= 1

2

∑
j g

j ∧ ̂(A(gj)σL)b ∈ T ∗S(E) ⊗̂ Ê⊥∗,
with {gj} an orthonormal basis of TS(E) and {gj} its dual basis. As in
(1.16), we have

ṘE⊥
= π∗SṘ

E − 2Ṡ2
σL

+ a ∧ (̂σL)b. (2.7)
Now by (1.14), (2.2), (2.4) and (2.7), if dimE is odd,

j∗Sψ(E,∇E) =
∫ ∞

0

dt

2
√
t

∫ B

(̂σL)b exp
(

−1
2
π∗SṘ

E − 2
√
tṠσL

− t

)

=
∫ B

(̂σL)b exp
(

−1
2
π∗SṘ

E

)√
π

∞∑

k=0

(−ṠσL
)k

2Γ
(

k
2 + 1

)

=
√
π

2

∫ B

(̂σL)b exp
(

−1
2
ṘE⊥

)

=
1
2
e(E⊥,∇E⊥

) .

(2.8)

�
2.2 Secondary relative Euler class. In this subsection, we assume
that there exists a non-vanishing section, σ, of E on V ; we assume |σ|hE = 1.
Then it follows from (2.5), that on V ,

dσ∗ψ(E,∇E) = j∗e(E,∇E) . (2.9)
Let (Ω(W,V, o(E)), d) be the algebraic mapping cone of j∗, with j∗ as in
subsection 1.5, but with o(TX) replaced by o(E). Thus we will consider

Eσ(E,∇E) :=
(
e(E,∇E), σ∗ψ(E,∇E)

) ∈ Hm
(
W,V, o(E)

)
, (2.10)

as the Chern–Weil representative associated to the relative Euler class of
(E,∇E).

Let (hE
0 ,∇E

0 ), (hE
1 ,∇E

1 ) be two pairs of metrics and Euclidean connec-
tions on E. Let (hE

s )s∈R be a smooth family of metrics on E connect-
ing hE

0 , h
E
1 . Let pW : W × R → W be the natural projection such that

(Ẽ = p∗WE, h eE
|W×{s} = hE

s ) is a Euclidean vector bundle on W × R. The

section σ induces naturally a normalized section of (Ẽ, h eE)|V ×R which we
denote by σ̃. Choose a Euclidean connection ∇ eE on (Ẽ, h eE) such that
∇ eE

|W×{0} = ∇E
0 , ∇ eE

|W×{1} = ∇E
1 and denote by ∇E

s its restriction toW×{s}.
We set (cf. (1.45))

ẽ(E,∇E
s ) :=

∫ 1

0
ds i
(

∂
∂s

)
e(Ẽ,∇ eE) ∈ Ωm−1

(
W,o(E)

)
,

ẽb,σ(V,∇E
s ) :=

∫ 1

0
ds i
(

∂
∂s

)
σ̃∗ψ(Ẽ,∇ eE) ∈ Ωm−2

(
V, o(E)

)
, (2.11)

Ẽσ(E,∇E
0 ,∇E

1 ) :=
(
ẽ(E,∇E

s ),−ẽb,σ(V,∇E
s )
) ∈ Ωm−1

(
W,V, o(E)

)
.
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Proposition 2.7. The cohomology class Eσ(E,∇E) in Hm(W,V, o(E))
does not depend on the choice of (∇E , hE). Moreover, for a path (∇E

s , h
E
s )

as above, we have

dẼσ(E,∇E
0 ,∇E

1 ) = Eσ(E,∇E
1 ) − Eσ(E,∇E

0 ) . (2.12)
Modulo exact forms, Ẽσ(E,∇E

0 ,∇E
1 ) does not depend on the choice of

(∇E
s , h

E
s )s∈[0,1]. Thus Ẽσ defines the secondary relative Euler class of E

in the sense of Chern–Simons.

Proof. Since e(Ẽ,∇ eE) is closed on W × R, we have
dW ẽ(E,∇E

s ) = e(E,∇E
1 ) − e(E,∇E

0 ) . (2.13)
By (2.9), we have dV ×Rσ̃∗ψ(Ẽ,∇ eE) = (j × Id)∗e(Ẽ,∇ eE), hence by com-
paring the coefficient of ds we get

∂
∂s σ̃

∗ψ
(
E,∇E

s

)− dV
[
i
(

∂
∂s

)
σ̃∗ψ
(
Ẽ,∇ eE

)]
= (j × Id)∗

[
i
(

∂
∂s

)
e
(
Ẽ,∇ eE

)]
.

(2.14)
Integrating both sides over s ∈ [0, 1] , we get

j∗ẽ
(
E,∇E

s

)
+ dV ẽb,σ

(
E,∇E

s

)
= σ∗ψ

(
E,∇E

1

)− σ∗ψ
(
E,∇E

0

)
, (2.15)

which together with (2.13) implies (2.12). To get the last part of Propo-
sition 2.7, we use (2.9) and a deformation argument as in the proof of
Theorem 1.9. �

Remark 2.8. The classes Eσ,Ẽσ depend on the section σ, in fact E−σ=−Eσ,
if dimE is odd. But in the situation of subsection 1.2, there exists a natural
choice of the unit section σ, normally en; thus Proposition 2.7 is applicable.

Set Ṡσ = 1
2

∑
j f

j ∧ ̂(∇E
fj
σ)b ∈ T ∗W ⊗̂ Ê∗ with {fj} a basis of TW and

{f j} its dual basis. From Definition 2.1, for t ≥ 0, σ∗At = 1
2 Ṙ

E +2
√
tṠσ +t.

By (2.4), as in (2.8),

σ∗ψ(E,∇E) =
√
π

∫ B

σ̂b exp
(

−1
2
j∗ṘE

) ∞∑

k=0

(−Ṡσ)k

2Γ
(

k
2 + 1

) . (2.16)

Now if we take σ = en, then by (1.15), Ṡ = Ṡσ. By (1.14), (1.17), and
(2.16), we thus get the following result.
Proposition 2.9. With the notation of section 1 we have

e∗nψ
(
TX,∇TX

)
= eb(V,∇TX) . (2.17)

3 Local Gauss–Bonnet–Chern Theorem

In this section, we establish a local version of the Gauss–Bonnet–Chern
theorem for manifolds with boundary using heat-kernel methods. We do
not assume that the metric has product structure near the boundary.
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This section is organized as follows. In subsection 3.1, we state the
Gauss–Bonnet–Chern theorem for manifolds with boundary and in subsec-
tions 3.2–3.8 we prove a local version. In subsection 3.2, using [BiZ1, §4h)]
and a key estimate established in [RS, Lemma 5.12] (also cf. [Gr, (2.4.22)]),
we reduce the problem to a problem near the boundary Y of X, and we ex-
plain that we can localize the problem. In subsection 3.3, we recall the Lich-
nerowicz formula from [BiZ1, Thm. 4.13]. In subsection 3.4, we reformulate
our boundary condition and in subsection 3.5, we construct a trivialization
and rescale the coordinate Z ∈ Ty0X; we also use the Bismut–Zhang rescal-
ing on Clifford variables along the boundary Y . Moreover we calculate the
limits of the operators and the boundary conditions. In subsection 3.6, we
establish uniform estimates on the heat kernels of the rescaled operators
with suitable boundary conditions. In subsection 3.7, we obtain the explicit
fundamental solution of our model problem. In subsection 3.8, we use the
result of subsection 3.7 to prove Theorem 3.2, the local Gauss–Bonnet–
Chern theorem.

We use the notation in subsection 1.3.

3.1 The Gauss–Bonnet–Chern theorem. Let X be a compact
smooth manifold with boundary Y and dimension dimX = m, and let
F be a flat complex vector bundle over X with flat connection ∇F .

Denote by Ω(X,F ) := ⊕m
p=0Ω

p(X,F ) := ⊕m
p=0C

∞(X,Λp(T ∗X) ⊗ F )
the space of smooth differential forms on X with values in F . The bundle
Λ(T ∗X) is Z-graded, and so it possesses a natural Z2-grading. The flat
connection ∇F extends naturally to a differential, dF , on Ω(X,F ). The
cohomology of the complex (Ω(X,F ), dF ) is called the (absolute) de-Rham
cohomology ofX with coefficients in F , and is denoted byH•(X,F ). Define
the Euler characteristic of F and X, respectively, by

χ(X,F ) :=
m∑

p=0

(−1)p dimC H
p(X,F ) , χ(X) := χ(X,C) . (3.1)

Consider next an arbitrary Riemannian metric gTX on X and an arbi-
trary Hermitian metric hF on F , and denote by 〈 · , · 〉Λ(T ∗X)⊗F the in-
duced Hermitian metric on Λ(T ∗X) ⊗ F , and let dvX be the Rieman-
nian volume element on (TX, gTX ), then we can view dvX as a section
of Λm(T ∗X) ⊗ o(TX). We define a Hermitian product on Ω(X,F ) by

〈σ, σ′〉 :=
∫

X
〈σ, σ′〉Λ(T ∗X)⊗F dvX , (3.2)

for σ, σ′ ∈ Ω(X,F ); the Hilbert space obtained by completion is denoted
by L2(X,Λ(T ∗X) ⊗F ). We consider dF as an unbounded operator in
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L2(X,Λ(T ∗X)⊗F ) with domain Ω0(X,F ):={σ ∈ Ω(X,F ); suppσ ∩ Y=∅}.
The adjoint operator dF∗ is also defined on Ω0(X,F ). Let F ∗ be the dual
of F . Then ∇F defines a connection ∇F on F ∗ by the identification F → F ∗

induced by the metric hF . We denote by dF⊗o(TX) the differential on
Ω(X,F ∗ ⊗ o(TX)) induced by the flat connection ∇F on F ∗. Let ∗F be
the Hodge operator on ∗F : Λ(T ∗X)⊗F → Λ(T ∗X)⊗F ∗ ⊗ o(TX) defined
by (σ ∧ ∗Fσ′)F := 〈σ, σ′〉Λ(T ∗X)⊗F dvX . Then on Ωp(X,F ),

dF∗ = (−1)p(∗F )−1dF⊗o(TX)∗F , (3.3)
and so is

D := dF + dF∗ . (3.4)
Then D2 = dF dF∗ + dF∗dF : Ωp(X,F ) → Ωp(X,F ) is the Hodge Laplacian
associated to the pair of metrics gTX and hF .

Next we need to define self-adjoint extensions of D by elliptic boundary
conditions. To do so, we use the metric on X to identify the normal bundle
N to Y in X with the orthogonal complement of TY in TX|Y . Denote
then by en the inward pointing unit normal vector field along Y . Then we
put with i(·) interior multiplication

Ωp
a(X,F ) :=

{
σ ∈ Ωp(X,F ) ; i(en)σ = i(en)(dFσ) = 0 on Y

}
;

Da := D|Ωa(X,F ) := D| ⊕m
p=0 Ωp

a(X,F ) ;

Hp
a(X,F ) := KerDa ∩ Ωp

a(X,F ) .

(3.5)

Note that Da is essentially self-adjoint.
Theorem 3.1. We have a canonical isomorphism

Hp
a(X,F ) � Hp(X,F ) . (3.6)

Proof. If hF is flat, (3.6) was proved in [RS, Prop. 4.2], (cf. also [BrüL,
Thm. 4.2], [G, Thm. 2.7.3], [Mü1, p. 239]), but the same proof works in the
general case. �

Recall that ∇TX is the Levi–Civita connection on (TX, gTX ) and that
the forms e(TX,∇TX), e(TY,∇TY ) and eb(Y,∇TX) are defined in subsec-
tion 1.3. In the case Y = ∅, the Gauss–Bonnet–Chern theorem [Che2]
gives

χ(X,F ) = rk(F )
∫

X
e(TX,∇TX ) .

If Y �= ∅, then eb(Y,∇TX) is an o(TY )-valued m − 1-form on Y . If m is
odd, then

e(TX,∇TX) = 0 , eb(Y,∇TX) = 1
2e(TY,∇TY ) . (3.7)

Thus we obtain a reformulation of the Gauss–Bonnet–Chern theorem
[Ch1,2], [G, §2.7] in terms of Berezin integrals. This result is essentially
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contained in the work of Chern, but we will give a new derivation by es-
tablishing the corresponding local index theorem in the remainder of this
section.

Theorem 3.2 (Gauss–Bonnet–Chern).

χ(X,F ) = rk(F )
∫

X
e
(
TX,∇TX

)
+ (−1)m−1rk(F )

∫

Y
eb
(
Y,∇TX

)

= (−1)mrk(F )
∫

(X,Y )
E(TX,∇TX) ,

(3.8)

using the notation of (0.2) in the last identity.

Let exp(−tD2
a) be the heat semi-group of D2

a, with Da from (3.5). By
the McKean–Singer formula, for t > 0 we have

χ(X,F ) = Trs

[
exp(−tD2

a)
]

=
m∑

p=0

(−1)pTrΩp
a(X,F )

[
exp(−tD2

a)
]
. (3.9)

We will prove Theorem 3.2 by computing the right-hand side of (3.9).

3.2 Localization of the problem near the boundary Y . Let d be
the distance function on (X, gTX ). For x ∈ X, let d(x, Y ) = infy∈Y d(x, y)
denote the distance of the point x to the boundary Y . Let e−tD2

a(x, x′),
(x, x′ ∈ X), be the kernel of e−tD2

a with respect to dvX(x′).
We may and will assume that X is embedded in a m-dimensional

closed smooth manifold X ′, equipped with a flat complex vector bundle F ′,
with flat connection ∇F ′

, and metrics gTX′
and hF ′

, in such a way that
the data on X are obtained by restricting the data on X ′ to X. For
0 < ε < ∞, set Uε = Y × (−ε, ε). For ε0 small enough, the map
U2ε0 � (y, xm) �→ expX′

y (xmen(y)) ∈ X ′ is a diffeomorphism from U2ε0

onto a tubular neighborhood U2ε0 of Y in X ′. We identify U2ε0 with
Y×(−2ε0, 2ε0) and use the notation x = (y, xm), such that Y×[0, 2ε0) ⊂ X .

Let dvN = em be the Euclidean volume form on N , and let dvY be the
Riemannian volume form on (Y, gTY ). For y ∈ Y , xm ∈ R, |xm| ≤ ε0, let
κ(y, xm) be the function defined by

dvX(y, xm) =: κ(y, xm)dvN (xm)dvY (y) ; (3.10)
note that κ(y, 0) = 1.

Denote by D′ the analogue of D on X ′ and let e−tD′2
(x, x′) be the kernel

of exp(−tD′2) with respect to dvX′(x′). For x, x′ ∈ X, y ∈ Y , set

Pt(x, x′) =
(
e−tD2

a − e−tD′2)
(x, x′) ,

It(y) =
∫ t1/4

0
Trs
[
Pt((y, xm), (y, xm))

]
κ(y, xm)dvN (xm) .

(3.11)
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Then by [RS, Lemma 5.12] (also cf. [Gr, (2.4.22)]), there exist constants
c, C > 0 such that for x, x′ ∈ X, t ∈ (0, 1],
∣
∣Pt(x, x′)

∣
∣ ≤ Ct−m/2 exp

(− c
t

(
d2(x, Y ) + d2(x′, Y ) + d2(x, x′)

))
. (3.12)

Now, by [BGV, Thm. 4.1] (cf. also [BiZ1, §4h)]) we have as t → 0,
uniformly on X ′,

Trs

[
e−tD′2

(x, x)
]
dvX(x) = rk(F )e

(
TX,∇TX

)
(x) + O(t1/2) . (3.13)

Thus we get from (3.9), (3.11), (3.12), and (3.13), as t→ 0,

χ(X,F ) =
∫

X
Trs
[
e−tD2

a(x, x)
]
dvX(x)

=
∫

X
Trs
[
e−tD′2

(x, x)
]
dvX(x) +

∫

X
Trs

[
Pt(x, x)

]
dvX(x)

= rk(F )
∫

X
e
(
TX,∇TX

)
+ O(t1/2) +

∫

X∩U
t1/4

Trs
[
Pt(x, x)

]
dvX(x)

= rk(F )
∫

X
e
(
TX,∇TX

)
+
∫

Y
It(y)dvY (y) + O(t1/2) . (3.14)

To prove Theorem 3.2, it is hence enough to calculate the limit of It(y)
when t→ 0.

Lemma 3.3. The limit of It(y) when t→ 0 only depends on the restriction
of D2 to BX

ε0
(y).

Proof. Let f be a smooth even function defined on R with values in [0, 1],
such that f(u) = 1 for |u| ≤ ε0/2, and f(u) = 0 for |u| ≥ ε0. Set g(u) =
1 − f(u). For t ∈ (0, 1], a ∈ C, set

Ft(a) =
∫ +∞

−∞
exp
(
iua

√
2
)
exp
(−u2

2

)

f(ut)
du√
2π

,

Ht(a) =
∫ +∞

−∞
exp
(
iua

√
2
)
exp
(

− u2

2t2

)

g(u)
du

t
√

2π
,

(3.15)

such that Ft(a)+Ht(a/t) = exp(−a2). The functions Ft(a),Ht(a) are even
holomorphic functions, so there exist holomorphic functions F̃t(a), H̃t(a)
such that Ft(a) = F̃t(a2) and Ht(a) = H̃t(a2). Thus

F̃t(t2D2
a) + H̃t(D2

a) = e−t2D2
a . (3.16)

Let H̃t(D2
a)(x, z), F̃t(t2D2

a)(x, z) (x, z ∈ X), be the smooth kernels of
H̃t(D2

a) and F̃t(t2D2
a) with respect to dvX(z).

By the definition, there exist a positive constant c such that for any
k ∈ N, there exists Ck > 0, such that

sup
a∈R

|a|k|Ht(a)| ≤ Cke
−c/t2 . (3.17)
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Thus for any k, l ∈ N,
∣
∣D2l

a H̃t(D2
a)D

2k
a

∣
∣
L2 ≤ Ck,le

−c/t2 . (3.18)

Moreover, D2l
x D

2k
z H̃t(D2

a)(x, z) verifies the boundary condition for x, z sep-
arately.

By elliptic estimate and Sobolev inequality, we get immediately the
following estimate for any x, z ∈ X,

∣
∣H̃t(D2

a)(x, z)
∣
∣ ≤ Ce−c/t2. (3.19)

Now we employ finite propagation speed of hyperbolic operators, as
explained in [T, §2.8, §6.1]; it follows that for x, z ∈ X with d(x, z) ≥ ε0,
we have

F̃t(t2D2
a)(x, z) = 0 . (3.20)

Moreover, by the same token we see that, given x ∈ X, F̃t(t2D2
a)(x, ·)

depends only on the restriction of D2 to BX
ε0

(x). By (3.16), (3.19), and
(3.20), we get Lemma 3.3. �

3.3 Clifford algebras and the Lichnerowicz formula. ForX ∈ TX,
denote by Xb ∈ T ∗X the one form corresponding to X under the metric
gTX . Set

c(X) := w(Xb) − i(X), ĉ(X) := w(Xb) + i(X) . (3.21)
Then for U, V ∈ TX, we have the Clifford relations:

c(U)c(V ) + c(V )c(U) = −2〈U, V 〉 ,
ĉ(U)ĉ(V ) + ĉ(V )ĉ(U) = 2〈U, V 〉 ,
c(U)ĉ(V ) + ĉ(V )c(U) = 0 .

(3.22)

From (3.22) we deduce that the maps TX � e �→ c(e), ĉ(e) extend to
representations of the respective Clifford algebras. Also, End(Λ(T ∗X)) is
generated by the endomorphisms c(e) and ĉ(e) for e ∈ TX. In particular,
if B ∈ End(TX) is antisymmetric, then the action of B on Λ(T ∗X) as a
derivation (cf. [BGV, (1.26)]) is given by
∑

i,j

〈ej , Bei〉w(ej)i(ei) = 1
4

∑

i,j

〈ej , Bei〉
(
c(ei)c(ej) − ĉ(ei)ĉ(ej)

)
. (3.23)

If B ∈ End(TX) is symmetric, then the action of B on Λ(T ∗X) as a
derivation is given by
−
∑

i,j

〈Bej , ei〉w(ej)i(ei) = −1
2

∑

i,j

〈Bej , ei〉c(ei)ĉ(ej)−1
2

∑

i

〈Bei, ei〉 . (3.24)

Definition 3.4. We define a 1-form on X with values in the self-adjoint
endomorphisms of F by

ω(F, hF ) := (hF )−1(∇FhF ) , (3.25)
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and a unitary connection for (F, hF ) by
∇F,u := ∇F + 1

2ω(F, hF ) . (3.26)
Here we view hF as an isomorphism F → F ∗.

We denote by ∇Λ(T ∗X) the connection on Λ(T ∗X) induced by ∇TX

and by ∇TX⊗F,u = ∇Λ(T ∗X) ⊗ Id+Id ⊗ ∇F,u the unitary connection on
Λ(T ∗X) ⊗ F induced by ∇Λ(T ∗X) and ∇F,u.

Let E be a vector bundle on X and let ∇E be any connection on E. In
the sequel, we will use the notation

∆E := −
m∑

i=1

(
(∇E

ei
)2 −∇E

∇TX
ei

ei

)
. (3.27)

If E and ∇E are Hermitian, then ∆E = ∇E∗∇E is the usual Bochner
Laplacian.

The following Lichnerowicz formula was proved in [BiZ1, Thm. 4.13].

Theorem 3.5. With κ the scalar curvature of (TX, gTX ) we have

D2 = ∆TX⊗F,u + κ
4 + 1

8

∑

i,j,k,l

〈
ek, R

TX(ei, ej)el
〉
c(ei)c(ej)ĉ(ek)ĉ(el)

+ 1
4

∑

i

(
ω(F, hF )(ei)

)2 − 1
8

∑

i,j

(
c(ei)c(ej) − ĉ(ei)ĉ(ej)

)(
ω(F, hF )

)2(ei, ej)

− 1
2

∑

i,j

c(ei)ĉ(ej)
(∇TX⊗F,u

ei
ω(F, hF )

)
(ej) . (3.28)

Let {eα}m−1
α=1 be an orthonormal frame for TY , with em = en ∈ N as in

subsection 3.1. The following result is [BiZ1, Prop. 4.9].

Proposition 3.6. Among all monomials in the variables c(eα) and ĉ(eα)
(up to permutations) only c(e1)ĉ(e1) · · · c(em−1)ĉ(em−1) has a nonzero
supertrace in End(Λ(T ∗Y )). Moreover,

Trs

[
c(e1)ĉ(e1) · · · c(em−1)ĉ(em−1)

]
= (−2)m−1. (3.29)

In the vector space TY ⊕TY , we view {eα} as an orthonormal frame for
the first summand and {êα} as one for the second. Likewise, {eα} and {êα}
denote the corresponding dual frames of the first and second summand in
T ∗Y ⊕T ∗Y . Now we use the rescaling introduced by Bismut–Zhang [BiZ1,
(4.20)] along the boundary Y : For 1 ≤ α ≤ m− 1 and t > 0, set
ct(eα) = t−1/4w(eα)− t1/4i(eα) , ĉt(êα) = t−1/4w(êα) + t1/4i(êα) . (3.30)

Since these operators satisfy the relations (3.22), we see that there is an al-
gebra homomorphism, ψt : End(Λ(T ∗Y )) → End(Λ(T ∗Y ) ⊗̂ Λ̂(T ∗Y )), map-
ping c(e) to ct(e) and ĉ(e) to ĉt(ê) for e ∈ TY .
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Since the operators w(eI)w(êJ )i(eK)i(êL) (I, J,K,L ⊂ {1, . . . ,m− 1})
are linearly independent in End(Λ(T ∗Y ) ⊗̂ Λ̂(T ∗Y )), ψt(B) is a linear com-
bination of such operators, for any B ∈ End(Λ(T ∗Y )). Let {C}max ∈ R be

the coefficient of the monomial w(e{1,...,m−1})w( ̂e{1,...,m−1}) in the expansion
of C ∈ End(Λ(T ∗Y ) ⊗̂ Λ̂(T ∗Y )); then by Proposition 3.6, we have

Trs[B] = 2m−1(−1)
m(m−1)

2 t
m−1

2
{
ψt(B)

}max
. (3.31)

3.4 Reformulation of the boundary condition. Now we reformu-
late the boundary condition (3.5). We use the notation in subsection 1.2.
Let {eα}m−1

α=1 be an orthonormal frame of (TY, gTY ). We denote by ∇TX⊗F

the connection on Λ(T ∗X)⊗F induced by ∇TX and ∇F . Likewise, we intro-
duce the corresponding objects induced by sp∇TX which are distinguished
by a prefix sp. Especially, sp∇Λ(T ∗X), sp∇TX⊗F are the connections on
Λ(T ∗X), Λ(T ∗X) ⊗ F induced by sp∇TX and ∇F .

On Y × [0, ε) ⊂ X as in subsection 1.2, let {eα} be an orthonormal basis
of 1TX. Let ATY ∈ 2T

∗
X ⊗ End(1TX) ⊂ T ∗X ⊗ End(TX) be defined by

ATY (em)eβ =
m−1∑

α=1

〈
em, A(eα)eβ

〉
eα , ATY (eα) = 0 . (3.32)

By (3.24), the action on Λ(T ∗X) induced by ATY is defined by

AΛ(T ∗Y )(em) := −
∑

1≤α,β≤m−1

〈
em, A(eα)eβ

〉
w(eα)i(eβ)

= −1
2

m−1∑

α,β=1

〈
em, A(eα)eβ

〉
c(eα)ĉ(eβ) − 1

2

m−1∑

α=1

〈
em, A(eα)eα

〉
,

AΛ(T ∗Y )(eα) := 0 .

(3.33)

Proposition 3.7. The boundary condition (3.5) is equivalent to

i(em)ω|Y =
(
sp∇TX⊗F

em
+AΛ(T ∗Y )(em)

)
w(em)ω|Y = 0 . (3.34)

Proof. Since ∇TX is torsion free, it is clear that (cf. [BGV, Prop. 1.22])

dF =
m∑

i=1

w(ei)∇TX⊗F
ei

. (3.35)

By (1.8), (1.9), (3.23), and (3.35), we have on Y ,

i(em)dF = i(em)
m∑

i=1

w(ei)
(

sp∇TX⊗F
ei

+
m∑

j,k=1

〈
ek, A(ei)ej

〉
w(ek)i(ej)

)
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= i(em)
m−1∑

α=1

w(eα)sp∇TX⊗F
eα

(3.36)

+ i(em)w(em)
(

sp∇TX⊗F
em

−
m−1∑

α,β=1

〈
em, A(eα)eβ

〉
w(eα)i(eβ)

)

.

Applying (3.36) to the kernel of i(em), we get (3.34). �
Let sp∇TX,A be the connection on TX defined by

sp∇TX,A = sp∇TX +ATY . (3.37)
Let spRTX,A be the curvature of sp∇TX,A. Let sp∇TX⊗F,A be the connection
on Λ(T ∗X) ⊗ F induced by sp∇TX,A and ∇F , then

sp∇TX⊗F,A = sp∇TX⊗F +AΛ(T ∗Y ). (3.38)
For x = (y, xm) ∈ Uε, we identify (Λ(T ∗X) ⊗ F )x with (Λ(T ∗X) ⊗ F )y

by parallel transport with respect to the connection sp∇TX⊗F,A along the
curve [0, 1] � u �→ (y, uxm) which induces an identification

C∞(Uε,Λ(T ∗X) ⊗ F
)→ C∞([−ε, ε], C∞(Y, (Λ(T ∗X) ⊗ F )|Y )

)
.

3.5 Rescaling. To calculate the limit of It(y) in (3.11) when t→ 0,
we will localize the problem on Y . We construct first a trivialization,
(which may be viewed as a simpler version of what has been used
in [BiL, §13 d),e)], where Y is a sub-manifold of the complex manifold X);
then by using (3.31), we transfer our problem for operators acting on
C∞(Rm

+ ,Λ(T ∗X) ⊗ F ), where R
m
+ = R

m−1 × R+, to a problem for op-
erators acting on

C∞(
R

m
+ , (Λ(T ∗Y ) ⊗̂ Λ̂(T ∗Y ) ⊗̂Λ(N∗) ⊗ F )y0

)
,

by an appropriate rescaling.
Denote by r(W ) the injectivity radius of the Riemannian manifold

(W,gTW ), we choose ε with 0 < ε ≤ 1
4 min{r(X), r(Y )}. If y ∈ Y and

Z ∈ TyY , then R � u �→ γ(u) = expY
y (uZ) ∈ Y denotes the geodesic

along Y such that γ(0) = x, γ̇(0) = Z. Also, for any metric space X̃, we
denote by B

eX
ε (x) the metric ball of radius ε > 0 around x ∈ X̃ . Then

TyY � Z ′ → expY
y (Z ′) identifies BTyY

ε (0) to BY
ε (y); and Ψ′ : (TyY ⊕Ny) �

(Z ′, zmen) → (expY
y (Z ′), zm) identifies BTyY

ε (0)×BNy
ε (0) to BY

ε (y)× [−ε, ε].
We will always use these identifications in the following.

Now we fix y0 ∈ Y . For Z ′ ∈ B
Ty0Y
ε (0), we identify (Λ(T ∗X) ⊗ F )Z′

with (Λ(T ∗X) ⊗ F )y0 by parallel transport with respect to the connec-
tion sp∇TX⊗F,A along the curve [0, 1] � u �→ uZ ′. In fact, the above
two steps identify (Λ(T ∗X) ⊗ F )Z (Z = (Z ′, Zm) ∈ B

Ty0Y
ε (0) × B

Ny0
ε (0))
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with (Λ(T ∗X) ⊗ F )y0 , by parallel transport with respect to the connec-
tion sp∇TX⊗F,A along the curve γZ : [0, 1] � u �→ uZ ′, [1, 2] � u �→
Z ′ + (u− 1)Zm.

em

Z ′

γz

γz

Z = (Z ′, Zm)

X

Y
y0

This defines a trivialization Ψ : (BY
ε (y0)× [−ε, ε])× (Λ(T ∗X)⊗F )y0 →

(Λ(T ∗X) ⊗ F )|BY
ε (y0)×[−ε,ε]. Thus we obtain an invertible linear map

Φ : C∞(BY
ε (y0) × [−ε, ε],Λ(T ∗X) ⊗ F

)

→ C∞(BTyY
ε (0) × [−ε, ε], (Λ(T ∗X) ⊗ F )y0

)
,

(Φσ)(Z ′, Zm) = Ψ−1
(
σ(Ψ′(Z ′, Zm))

)
.

For an operator C on C∞(BY
ε (y0) × [−ε, ε],Λ(T ∗X) ⊗ F ) we write CΦ :=

ΦCΦ−1.
We use the notation in subsection 1.2. Let {eα}m−1

α=1 be an orthonormal
frame of Ty0Y . Denote by ẽα(Z) the parallel transport of eα with respect
to sp∇TX along γZ , then {ẽα(Z)}m−1

α=1 is an orthonormal basis of 1TXZ ,
while ẽm = em = ∂/∂xm spans 2TXZ .

By Lemma 3.3, we know that our calculation will localize near Y .
In order to use rescaling arguments, we want to view D2

a in the chosen
trivialization as the restriction of a suitable differential operator defined
on R

m = Ty0Y ⊕ Ny0 , with general point z = (z′, zm) corresponding to
Z = (Z ′, Zm) via the basis {ei}. To construct the extension explicitly, let
ϕ : R → [0, 1] be a smooth function such that

ϕ(u) =
{

1 for |u| ≤ ε ,
0 for |u| ≥ 2ε .

(3.39)

Denote by ∇ := ∇Ty0X the canonical connection on Ty0X such that ∇U

is the ordinary differentiation operator on Ty0X in the direction U , and let
∆Ty0X = −∑i ∂

2/∂z2
i be the standard Euclidean Laplacian on Ty0X with

respect to the metric gTy0X . We introduce the operator

L
(1)
t := ϕ2(|z|)t(D2)Φ +

(
1 − ϕ2(|z|))(t∆Ty0X

)
, (3.40)
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on C∞(Rm, (Λ(T ∗X) ⊗ F )y0) and we denote by L(1)
t,a its restriction to ele-

ments of C∞(Rm
+ , (Λ(T ∗X) ⊗ F )y0) satisfying






{
ϕ2(|z|)(i(em(z)))Φ + (1 − ϕ2(|z|))i(em)

}
ω
∣
∣
zm=0

= 0 ,
{
ϕ2(|z|)(w(em(z))sp∇TX⊗F,A

em
)Φ

+(1 − ϕ2(|z|))w(em)∇em

}
ω|zm=0 = 0.

(3.41)

Note that if U, V are smooth sections of TX then, for c = c or ĉ,
[
sp∇Λ(T ∗X)

U , c(V )
]

= c
(sp∇TX

U V
)
. (3.42)

From (1.9), (3.38), and (3.42), we derive the identities for z ∈ R
m,

(
c(em)

)
Φ
(z) = c(em) ,

(
sp∇TX⊗F,A

em

)
Φ,z

= ∇em . (3.43)

Then, by (3.43), the boundary condition (3.41) is equivalent to
{
i(em)ω|zm=0 = 0 ,
∇emw(em)ω|zm=0 = 0 .

(3.44)

For t > 0, σ ∈ C∞(Rm, (Λ(T ∗X) ⊗ F )y0), and z ∈ R
m, set

(Stσ)(z) := σ
(
z/

√
t
)
, L

(2)
t := S−1

t L
(1)
t St , (3.45)

such that L
(2)
t is a differential operator on R

m with coefficients in
End(Λ(T ∗X) ⊗ F )y0 . Next we enlarge the coefficient space (as is common
in local index theory) and replace (Λ(T ∗X) ⊗ F )y0 by

Ky0 =
(
Λ(T ∗Y ) ⊗̂ Λ̂(T ∗Y ) ⊗̂Λ(N∗) ⊗ F

)
y0
. (3.46)

Using (3.21), (3.30), and the algebra homomorphism ψt, we see that L(2)
t

induces a differential operator L
(3)
t with coefficients in End(Ky0) which

has the Clifford variables c(eα) and ĉ(eα) replaced by ct(eα) and ĉt(êα)
(1 ≤ α ≤ m− 1).

If C is any suitable differential operator, we will denote by C(3)
t the oper-

ator obtained from C by rescaling the Clifford variables and the variables z,
as prescribed in (3.30), (3.45).

We will denote by L(i)
t,a the operator L(i)

t with the corresponding bound-

ary condition (3.44). Now denote by e−L
(i)
t,a(z,w) (z,w ∈ R

m
+ , i = 1, 2, 3)

the smooth kernels associated to e−L
(i)
t,a with the corresponding boundary

condition, calculated with respect to dvTy0Y (w′) dvN (wm), and likewise let

e−L
(i)
t (z,w) (z,w ∈ R

m) be the kernel associated to e−L
(i)
t . For z,w ∈ R

m
+ ,

set
P

(i)
t (z,w) := (e−L

(i)
t,a − e−L

(i)
t )(z,w) . (3.47)

By (3.11) and the argument of the finite propagation speed of the wave
equation as in Lemma 3.3, we know that there exist C, c > 0 such that for
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0 ≤ zm < ε/2, 0 < t < 1,
∣
∣Pt((0, zm), (0, zm))κ(0, zm) − P

(1)
t ((0, zm), (0, zm))

∣
∣ ≤ Ce−c/t. (3.48)

By (3.45), for z,w ∈ R
m
+ ,

P
(1)
t (z,w) = t−m/2P

(2)
t

(
z√
t
, w√

t

)
, (3.49)

and by (3.31),

Trs

[
P

(2)
t ((0, zm), (0, zm))

]

= 2m−1(−1)
m(m−1)

2 t(m−1)/2Trs
[
[P (3)

t ((0, zm), (0, zm))]max
]
. (3.50)

Thus we derive the identity
∫ t1/4

0
Trs
[
P

(1)
t ((0, zm), (0, zm))

]
dvN (zm)

=
∫ t1/4

0
2m−1(−1)

m(m−1)
2 t−

1
2 Trs

[[

P
(3)
t

((

0,
zm√
t

)

,

(

0,
zm√
t

))]max]

dvN (zm)

=
∫ t−1/4

0
2m−1(−1)

m(m−1)
2 Trs

[
[P (3)

t ((0, zm), (0, zm))]max
]
dvN (zm) . (3.51)

Hence to calculate the limit (3.11), we only need to calculate the limit
(3.51) when t→ 0, by (3.48). Calculating the limit of the operator L(3)

t,a we
arrive at the following model problem.
Theorem 3.8. The above limit equation is





i(em)ω|zm=0 = 0 ,
∇emw(em)ω|zm=0 = 0 ,
(

∂
∂t −

(
∂

∂zm
− Ṡ(y0)

)2 −∑m−1
α=1

∂2

∂z2
α

+ 1
2(ṘTX |Y )y0

)
ω = 0 .

(3.52)

Proof. Let spΓTX,A, ΓF and ΓF,u be the respective connection forms of
sp∇TX,A, ∇F and ∇F,u, computed with respect to the frame {ẽi} for TX
and any fixed frame for F which is parallel with respect to ∇F along the
curves γZ (cf. the beginning of subsection 3.5). By (1.8), (3.37) we know
that for Z ∈ Ty0X,

∇TX = sp∇TX,A +AZ −ATY
Z ,

ΓF,u = ΓF + 1
2ω(F, hF ) , ΓF = 0 .

(3.53)

Thus from (3.23), (3.38), (3.43), and (3.53),

∇TX⊗F,u
· = sp∇TX⊗F,A

· −AΛ(T ∗Y )(·)

+ 1
2

m−1∑

α=1

〈
A(·)em, ẽα

〉(
c(em)c(ẽα) − ĉ(em)ĉ(ẽα)

)
+ ΓF,u(·) . (3.54)
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From (3.23), (3.24), we know also

sp∇TX⊗F,A
· = ∇· +

m∑

i,j=1

〈
spΓTX,A

Z (·)ei, ej
〉
w(ej)i(ei)

= ∇· + 1
4

m−1∑

α,β=1, α=β

〈
spΓTX,A

Z (·)ẽα, ẽβ
〉(
c(ẽα)c(ẽβ) − ĉ(ẽα)ĉ(ẽβ)

)
(3.55)

−1
4

m−1∑

α,β=1

〈
spΓTX,A

Z (·)ẽα, ẽβ
〉(
c(ẽα)ĉ(ẽβ)+c(ẽβ)ĉ(ẽα)

)−1
2

m−1∑

α=1

〈
spΓTX,A

Z (·)ẽα, ẽα
〉
.

From [ABP, Prop. 3.7] (cf. [BGV, Thm. 1.18]) and (3.32) we infer that
spΓTX,A

Z (U) = 1
2

spRTX
y0

(Z,U) + O(|Z|2)U , if Z,U ∈ Ty0Y . (3.56)
By construction,

spΓTX,A
Z (U) = 0 if Z ∈ Ty0X,U ∈ Ny0 . (3.57)

Observing that by (3.56), (3.57) and [em, eα] = 0, for X a section of
TX such that sp∇TX,A

em
X = 0, we have

spRTX,A
y0

(em, eα)X = sp∇TX
em

sp∇TX,A
eα

X =
(∇em

spΓTX,A(eα)
)
y0
X . (3.58)

Thus we find that
spΓTX,A

Z (U) = spRTX,A
y0

(Z,U)+O(|Z|2)U if Z ∈ Ny0 , U ∈ Ty0Y . (3.59)
Note that the equations (3.56), (3.57), and (3.59) were obtained in [BiL,
(13.64)–(13.66)].

From the definition of ẽα and (3.42), we get for z′ ∈ R
m−1, c = c or ĉ,

(
c(ẽα)

)
Φ
(z′) = c(eα) . (3.60)

From (3.33), (3.38), and (3.42), we have for V ∈ 1TX

[
sp∇TX⊗F,A

em
, c(V )

]
= c
(sp∇TX

em
V
)−

m−1∑

β=1

〈
em, A(V )ẽβ

〉
ĉ(ẽβ) ,

[
sp∇TX⊗F,A

em
, ĉ(V )

]
= ĉ
(sp∇TX

em
V
)−

m−1∑

β=1

〈
em, A(ẽβ)V

〉
c(ẽβ) .

(3.61)

Thus, from (3.60), (3.61), we get for z ∈ R
m

(
c(ẽα)

)
Φ
(z) =

(
1+O(|z|2))c(eα)−

m−1∑

β=1

(
zm〈em, A(eα)eβ〉+O(|z|2))ĉ(eβ) ,

(3.62)
(
ĉ(ẽα)

)
Φ
(z) =

(
1+O(|z|2))ĉ(eα)−

m−1∑

β=1

(
zm〈em, A(eβ)eα〉+O(|z|2))c(eβ) .
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Now from Theorem 3.5, (1.15), (3.30), (3.33), (3.43), (3.54), (3.55),
(3.56)-(3.59) and (3.62) we conclude that as t→ 0,

L
(3)
t → L

(3)
0 := −

(
∂

∂zm
− Ṡ(y0)

)2

−
m−1∑

α=1

∂2

∂z2
α

+
1
2
(ṘTX |Y )y0 (3.63)

in the sense of distributions. �

3.6 Uniform estimates for certain heat kernels. Let e−uL
(3)
t (z,w)

be the smooth kernel of e−uL
(3)
t on R

m for z,w ∈ R
m, calculated with

respect to dvTy0X(w). Likewise, for z,w ∈ R
m
+ , let e−uL

(3)
t,a(z,w) be the

smooth kernel of e−uL
(3)
t,a , calculated with respect to dvTy0X(w).

The following two theorems arise as special cases of the main results in
[Bi2, §11], [BiL, §11] if we set Z0 = 0, T = 1, V = 0 (in the notation used
there).

Theorem 3.9. For any k ∈ N, there are constants C,C ′ > 0 and r ∈ N

such that

u
m
2

∣
∣
∣
∣
∂|α|+|α′|

∂zα∂wα′ e
−uL

(3)
t
(√
uz,

√
uw
)
∣
∣
∣
∣ ≤ C ′(1 + |z| + |w|)re−C|z−w|2, (3.64)

uniformly for |α|, |α′| ≤ k, u, t ∈ (0, 1], z,w ∈ R
m.

Theorem 3.10. For u > 0 fixed, we have

lim
t→0

e−uL
(3)
t (z,w) = e−uL

(3)
0 (z,w) , (3.65)

uniformly on compact subsets of R
m × R

m.

Sketch of the proof. Using standard methods of functional analysis one
proves the estimate (3.64) without the exponential factor [BiL, Thm. 11.13].
To improve this to (3.64), one applies in addition the finite propagation
speed for hyperbolic equations. In our case, each step is somewhat simpler
than loc. cit. as our operator is simpler.

Now, as L(3)
t → L

(3)
0 for t→ 0 in the weak operator topology, we get

lim
t→0

e−uL
(3)
t = e−uL

(3)
0 . (3.66)

Thus, using the uniform bounds of (3.64), we get Theorem 3.10. �

To establish the analogous estimates for e−uL
(3)
t,a and the uniform esti-

mate (3.117) to be used later, we will first apply the techniques used in
[Bi2, §11] and [BiL, §11] to our boundary value problem. Combining this
with the finite propagation speed for boundary value problems [T, §6.1],
we achieve the desired estimates.
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If C is any differential operator on C∞(Rm, (Λ(T ∗X)⊗F )y0), we denote
by C(4)

t,u the operator obtained from C by rescaling the coordinate z by Stu

in (3.45), and the Clifford variables as in (3.30).
Using (3.45), we set

L
(4)
t,u := S−1

u uL
(3)
t Su . (3.67)

We denote by L(4)
t,u,a the operator L(4)

t,u with domain defined by the boundary
condition (3.44) (which is invariant under rescaling). We form the heat
kernels for the operators L(4)

t,u and L
(4)
t,u,a exactly as before. Then we get

from (3.67)

e−uL
(3)
t,a
(√
u z,

√
uw
)

= u−m/2e−L
(4)
t,u,a(z,w) . (3.68)

Now we equip Λ(T ∗X)y0 with the metric induced by gTy0X and denote
by | | the corresponding norm. We put

Kr,y0 := ⊕p+q=r

(
Λp(T ∗Y ) ⊗̂ ̂Λq(T ∗Y ) ⊗̂Λ(N∗) ⊗ F

)
y0
,

K ′
y0

:=
(
Λ(T ∗Y ) ⊗̂ Λ̂(T ∗Y ) ⊗ F

)
y0
.

(3.69)

As before, {ei} is an orthonormal basis of Ty0X, and ∇Z denotes the
standard derivative on Ty0X in the direction Z. For u, t ∈ (0, 1], z ∈ R

m,
set, with ϕ from (3.39),

gt,u(z) = 1 +
(
1 + u|z|2)1/2

ϕ

(√
tu|z|
2

)

. (3.70)

Definition 3.11. For k ∈ N, t, u ∈ (0, 1], σ ∈ C∞(Rm
+ ,Kr,y0), set

‖σ‖2
t,u,0 :=

∫

Rm
+

|σ|2gt,u(z)2(2m−2−r)dvTy0X(z) , (3.71a)

‖σ‖2
t,u,k :=

k∑

l=0

m∑

i1,...,il=1

‖∇ei1
· · · ∇eil

σ‖2
t,u,0 . (3.71b)

We denote by 〈 · , · 〉t,u,0 the corresponding inner product. We also denote
by | |L2 the the norm of ordinary Hermitian product on L2(Rm

+ ,Ky0).
Let C∞

0,t,u,a(R
m
+ ,Ky0) be the elements of C∞(Rm

+ ,Ky0) with compact
support which verify the boundary condition (3.44). Let Hk

t,u,a be the
Hilbert space completion of C∞

0,t,u,a(R
m
+ ,Ky0) with respect to the norm

(3.71b), such that H0
t,u,a = L2(Rm

+ ,Ky0) as vector spaces. Let H−1
t,u,a be the

Sobolev space of order −1 associated with C∞
0,t,u,a(R

m
+ ,Ky0) and let ‖ ‖t,u,−1

be the norm onH−1
t,u,a defined by ‖σ‖t,u,−1= sup0�=σ′∈H1

t,u,a
|〈σ′, σ〉t,u,0|/‖σ′‖t,u,1.

The following theorem is analogous to [BiL, Thm. 11.26].
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Theorem 3.12. There exist constants C1, C2, C3 > 0 such that for
u, t ∈ (0, 1] and any σ, σ′ ∈ C∞

0,t,u,a(R
m
+ ,Ky0)

Re
〈
L

(4)
t,u,aσ, σ

〉
t,u,0

≥ C1‖σ‖2
t,u,1 − C2‖σ‖2

t,u,0 ,
∣
∣Im〈L(4)

t,u,aσ, σ〉t,u,0

∣
∣ ≤ C3‖σ‖t,u,1‖σ‖t,u,0 ,

∣
∣〈L(4)

t,u,aσ, σ
′〉t,u,0

∣
∣ ≤ C3‖σ‖t,u,1‖σ′‖t,u,1 .

(3.72)

Proof. Let ΓTX⊗F,u be the connection form of the connection ∇TX⊗F,u on
Λ(T ∗X) ⊗ F associated with the frame induced from the trivialization Ψ.
By (3.28), we get for z ∈ R

m

L
(4)
t,u(z) =

(
1 − ϕ2

(√
tu|z|))∆Ty0X

+ ϕ2
(√
tu|z|)

[

−
m∑

i=1

(∇
eei(

√
tuz) +

√
tu
{
ΓTX⊗F,u

z (ẽi(z))
}(4)

t,u

)2

+
√
tu

m∑

i=1

(∇∇TX
eei

eei(
√

tuz) +
√
tu
{
ΓTX⊗F,u

z (∇TX
eei
ẽi)
}(4)

t,u

)
+ tuκ

4 (
√
tuz)

+
{

tu
8

〈
ẽk, R

TX(ẽi, ẽj)ẽl
〉
c(ẽi)c(ẽj)ĉ(ẽk)ĉ(ẽl)

}(4)

t,u
(z)

+ tu
{

1
4

(
ω(F, hF )(ẽi)

)2−1
8

(
c(ẽi)c(ẽj)−ĉ(ẽi)ĉ(ẽj)

)(
ω(F, hF )

)2(ẽi, ẽj)
}(4)

t,u
(z)

− 1
2 tu
{
c(ẽi)ĉ(ẽj)

(∇TX⊗F,u
eei

ω(F, hF )
)
(ẽj)
}(4)

t,u
(z)
]

. (3.73)

Note that by (1.9) and (3.53)-(3.59),

ẽm
(√
tuz
)

= em ,

ẽj
(√
tuz
) − ej = O(√tuz) ∈ Ty0Y , for 1 ≤ j ≤ m− 1 .

(3.74)

We deal first with the contribution of ∇2
em

in L
(4)
t,u . Let σ, σ′ ∈

C∞
0,t,u,a(R

m
+ ,Kr,y0) then there exist σ1, σ2, σ

′
1, σ

′
2 ∈ C∞

0 (Rm
+ ,K

′
y0

), such that
σ = σ1 + em ∧ σ2, σ′ = σ′1 + em ∧ σ′2. Then

〈−∇2
em
σ, σ′〉t,u,0 =

2∑

i=1

〈−∇2
em
σi, σ

′
i〉t,u,0 . (3.75)

By (3.44), σ2 = σ′2 = 0 on R
m−1 × {0}, and ∇emσ1 = ∇emσ

′
1 = 0 on

R
m−1 × {0}, thus for j = 1, 2,

〈−∇2
em
σj , σ

′
j〉t,u,0 = 〈∇emσj,∇emσ

′
j〉t,u,0

+
〈∇emσj, 2(2m − r − 2)(g−1

t,u∇emgt,u)σ′j
〉
t,u,0

. (3.76)



Vol. 16, 2006 ANOMALY FORMULA FOR RAY–SINGER METRICS 801

The families of operators on H0
t,u,a, given by

1√tu|z|≤4ε

(
w(ei) −

√
ti(ei)

)
, 1√tu|z|≤4ε

(
w(êi) −

√
ti(êi)

)
, (3.77)

are uniformly bounded for t, u ∈ (0, 1]. We also have |∇eigt,u| ≤ C. Using
(3.62), (3.67), (3.73), (3.74), and (3.76), we get Theorem 3.12. �

If A ∈ L(Hk
t,u,a,H

k′
t,u,a), k ≥ −1, we denote by ‖ ‖k,k′

t,u the norm of A
with respect to the norms ‖ ‖t,u,k and ‖ ‖t,u,k′ .

From Theorem 3.12, we get the following analogue of [BiL, Thm. 11.27],

Theorem 3.13. For u, t ∈ (0, 1], there exist constants δ1, δ2 > 0 such

that the resolvent (λ− L
(4)
t,u,a)

−1 exists in

U :=
{
λ ∈ C ; Re(λ) ≤ δ1 Im2(λ) − δ2

}
, (3.78)

and extends to a continuous linear operator from H−1
t,u,a into H1

t,u,a. More-
over, there is C > 0, independent of u, t, and y0 ∈ Y , such that

∥
∥(λ− L

(4)
t,u,a)

−1
∥
∥0,0

t,u
≤ C ,

∥
∥(λ− L

(4)
t,u,a)

−1
∥
∥−1,1

t,u
≤ C

(
1 + |λ|)2.

(3.79)

Proof. This is an easy consequence of Theorem 3.12, cf. [BiL, p. 165–167]. �

Proposition 3.14. For k ∈ N, there exists Ck > 0 such that for σ, σ′ ∈
C∞

0,t,u,a(R
m
+ ,Ky0)

∣
∣〈[∇ei1

, [∇ei2
, . . . , [∇eik

, L
(4)
t,u ]] . . .]σ, σ′〉t,u,0

∣
∣ ≤ Ck‖σ‖t,u,1‖σ′‖t,u,1 , (3.80)

for any u, t ∈ (0, 1] and i1, . . . , ik ∈ {1, . . . ,m}.

Proof. Observe that [∇ei1
, [∇ei2

, . . . , [∇eik
, L

(4)
t,u ]] . . .] has the same structure

as L(4)
t,u , hence we get Proposition 3.14 using the same arguments as in the

proof of Theorem 3.12. �

We now fix δ1, δ2 > 0 as in Theorem 3.13.

Theorem 3.15. For any k ∈ N, there exist mk ∈ N, Ck > 0 such that if

u ∈ (0, 1] and λ ∈ U , the resolvent (λ − L
(4)
t,u,a)

−1 maps Hk(Rm
+ ,Ky0) into

Hk+1(Rm
+ ,Ky0), with norm estimate

∥
∥(λ− L

(4)
t,u,a)

−1
∥
∥k,k+1

t,u
≤ Ck

(
1 + |λ|)mk . (3.81)

Proof. For 1 ≤ i ≤ m − 1, ∇ei preserves the boundary condition (3.44),
thus
[∇ei , (λ− L

(4)
t,u,a)

−1
]

=
(
λ− L

(4)
t,u,a

)−1[∇ei , L
(4)
t,u,a](λ− L

(4)
t,u,a)

−1. (3.82)
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The equation (3.81) means that we need to prove that there exist
Ck > 0, mk ∈ N such that for ∇ei0

, . . . ,∇eik
∈ {∇ei}m

i=1, s ∈ C∞(Rm
+ ,Ky0),

we have∥
∥∇ei0

· · · ∇eik
(λ− L

(4)
t,u,a)

−1s
∥
∥

t,u,0
≤ Ck

(
1 + |λ|)mk‖s‖t,u,k . (3.83)

If 1 ≤ i0, . . . , ik ≤ m−1, then we can express ∇ei1
· · · ∇eik

(λ−L(4)
t,u,a)

−1

as a linear combination of operators of the type
[∇ej1

[∇ej2
, . . . [∇ej

k′
, (λ− L

(4)
t,u,a)

−1]]
]∇ej

k′+1
· · · ∇ejk

, k′ < k . (3.84)

Let Rt,u be the family operators Rt,u = {[∇ej1
[∇ej2

, . . . [∇ejp
, L

(4)
t,u ]]]}.

Clearly, from (3.82), any commutator [∇ej1
[∇ej2

, . . . [∇ej
k′
, (λ−L

(4)
t,u,a)

−1]]]
is a linear combination of operators of the form

(λ− L
(4)
t,u,a)

−1R1(λ− L
(4)
t,u,a)

−1R2 · · ·Rk′(λ− L
(4)
t,u,a)

−1 (3.85)
with R1, . . . , Rk′ ∈ Rt,u.

By Proposition 3.14, the operators Rj ∈ Rt,u are uniformly bounded in
L(H1

t,u,a, H
−1
t,u,a). From Theorem 3.13 we see that there exist C > 0 and

mk ∈ N such that the norm in L(H0
t,u,0, H

1
t,u,a) of the operators (3.85) is

dominated by C(1 + |λ|)mk .
If there are only one ∇em in ∇ei0

, . . . ,∇eik
, then we move this term to

the left side, thus we can assume ∇ei0
= ∇em , and the above proof still

gives (3.83).
If there are at least two ∇em in ∇ei0

, . . . ,∇eik
, then we move all ∇em

to the right side. Now we can express ∇ei0
· · · ∇eik

(λ− L
(4)
t,u,a)

−1 as

∇ej1
· · · ∇ejl

(∇em)k(λ− L
(4)
t,u,a)

−1 k + l ≤ m+ 1 . (3.86)
For k < 2, we obtained the estimate (3.83) for this operator. We need to
reduce k ≥ 2 to the case k < 2.

Let gij(z) = 〈ei, ej〉gTX (z) and (gij(z)) be the inverse of the matrix
(gij(z))mi,j=1. By (1.7), we know that gmi(z) = gim(z) = 0, gmm(z) = 1.
Thus we have

∆TX⊗F,u=−(∇TX⊗F,u
em

)2−
m−1∑

i,j=1

gij(z)
(∇TX⊗F,u

ei
∇TX⊗F,u

ej
−∇TX⊗F,u

∇TX
ei

ej

)
. (3.87)

Thus we know from (3.54) and (3.87), the second order term in L(4)
t,u is

−(∇em)2 −
m−1∑

i,j=1

gij
(√
tuz
)∇ei∇ej . (3.88)

Now, if k ≥ 2, we replace (∇em)2(λ− L
(4)
t,u,a)

−1 in (3.86) by

1 +
(− λ+ (L(4)

t,u + (∇em)2)
)
(λ− L

(4)
t,u,a)

−1. (3.89)
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Now by (3.88), we can continue the processes to get (3.86) with k ≤ 1.
Thus we have proved (3.83). �

Now we use Theorem 3.12 and Proposition 3.14 to establish the follow-
ing uniform estimate (cf. [Bi2, §11h)], [BiL, §11n)]).

Theorem 3.16. For any k ∈ N there exist C0, C > 0 and r ∈ N such that
∣
∣
∣
∣
∂|α|+|α′|

∂zα∂wα′ e
−L

(4)
t,u,a(z,w)

∣
∣
∣
∣ ≤ C

(
1 + |z| + |w|)re−C0|z−w|2 , (3.90)

uniformly for t, u ∈ (0, 1] and z,w ∈ R
m
+ , if |α|, |α′| ≤ k.

Proof. Let Γ be the contour in C defined by

Γ =
{
λ ∈ C ; Reλ = δ1(Imλ)2 − δ2

}
. (3.91)

Using Theorem 3.13 we find that

e−L
(4)
t,u,a =

1
2πi

∫

Γ
e−λ(λ− L

(4)
t,u,a)

−1dλ

=
(−1)k−1(k − 1)!

2πi

∫

Γ
e−λ(λ− L

(4)
t,u,a)

−kdλ .

(3.92)

From Theorem 3.15 we deduce that for k′ ∈ N, λ ∈ U
∥
∥(∆Ty0X)k

′
(λ− L

(4)
t,u,a)

−2k′∥∥0,0

t,u
≤ Ck′ . (3.93)

Next we study L
(4)∗
t,u , the formal adjoint of L(4)

t,u with respect to the usual
Hermitian product on L2(Rm

+ ,Ky0): L2(Rm
+ ,Ky0) � σ, σ′ �→ 〈σ, σ′〉 =

∫
Ty0X 〈σ, σ′〉 dvTy0X(z). Then L

(4)∗
t,u has the same structure as the opera-

tor L(4)
t,u except that the operators w(ei), i(ei), w(êi), i(êi) are replaced by

i(ei), w(ei), i(êi), w(êi), respectively. For σ ∈ C∞(Rm
+ ,Kr,y0) we now set

‖σ‖′2t,u,0 :=
∫

Ty0X
|σ|2gt,u(z)2(r−2m+2)dvTy0X(z) . (3.94)

We denote by L(4)∗
t,u,a the operator L(4)∗

t,u with the dual boundary condition.

Then the analysis of the operator (λ−L(4)∗
t,u,a)

−2k′
proceeds exactly as before

with respect to the new Hilbert norm, in particular (3.93) is true for L(4)∗
t,u,a.

We take adjoints again with respect to the ordinary Hermitian product | |L2

on L2(Rm
+ ,Ky0). Thus we get for k′ ∈ N and λ ∈ U the estimate

∥
∥(∆Ty0X

w )k
′
(λ− L

(4)
t,u,a)

−2k′
(z,w)

∥
∥0,0

t,u
≤ Ck′ . (3.95)

Thus from (3.92)–(3.95), for any k, k′ ∈ N,
∥
∥(∆Ty0X

z )k(∆Ty0X
w )k

′
e−L

(4)
t,u,a(z,w)

∥
∥0,0

t,u
≤ Ckk′ . (3.96)



804 J. BRÜNING AND XIAONAN MA GAFA

Take p ∈ N. We equip L2(B
Rm

+

p+ 1
2

(0),Ky0) with the Hermitian product

σ, σ′ ∈ L2
(
B

Rm
+

p+ 1
2

(0),Ky0

) �→ 〈σ, σ′〉(p) =
∫

|Z|≤p+ 1
2

〈σ, σ′〉dvTy0X(z) , (3.97)

with norm ‖ ‖(p). If A ∈ L(L2(B
Rm

+

p+ 1
2

(0),Ky0)), let ‖A‖(p) be the operator

norm of A corresponding to ‖ ‖(p). Clearly, there is C > 0 such that for
any σ and p ∈ N,

‖σ‖(p) ≤ ‖σ‖t,u,0 , ‖σ‖t,u,0 ≤ C(1 + p)4m−4‖σ‖(p) . (3.98)
Now, from (3.96), we find that

∥
∥(∆Ty0X

z )k(∆Ty0X
w )k

′
e−L

(4)
t,u,a(z,w)

∥
∥

(p)
≤ C ′′(1 + p)4m−4, (3.99)

which together with Sobolev’s inequality implies that for k, k′ ∈ N,

sup
|z|,|w|≤p+ 1

4

∣
∣(∆Ty0X

z )k(∆Ty0X
w )k

′
e−L

(4)
t,u,a(z,w)

∣
∣ ≤ C ′′(1 + p)4m−4. (3.100)

Using the Sobolev inequality again, we get (3.90) for C0 = 0.
To get the required exponential estimate, we now proceed as in the

proof of [Bi2, Thm. 11.14]. Let R � u �→ k(u) be a smooth even function
such that

k(u) =
{

0 for |u| ≤ 1/2 ,
1 for |u| ≥ 1 .

(3.101)

For q ∈ R
∗
+, a ∈ C, set

Kq(a) := 2
∫ +∞

0
cos
(
t
√

2a
)
exp(−t2/2)k

(
t

q

)
dt√
2π

. (3.102)

Clearly, Kq(a) is an even holomorphic function of a. Therefore, there is a
holomorphic function a ∈ C → K̃q(a) such that

Kq(a) = K̃q(a2) . (3.103)
Given c > 0, set

Vc :=
{
λ ∈ C,Re(λ) ≥ (Imλ)2

4c2
− c2

}
,

Γc :=
{
λ ∈ C,Re(λ) = (Imλ)2

4c2
− c2

}
.

(3.104)

Then by [Bi2, (11.53)], for any c > 0, there exists C ′ > 0 such that, given
m,m′ ∈ N, there exists C > 0 with

sup
a∈Vc

|a|m∣∣K̃(m′)
q (a)

∣
∣ ≤ C exp(−C ′q2) , (3.105)

for q ≥ 1. Also,

K̃q(L
(4)
t,u,a) =

1
2πi

∫

Γc

K̃q(λ)

λ− L
(4)
t,u,a

dλ . (3.106)
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Let K̃q(L
(4)
t,u,a)(z,w) be the smooth kernel associated to K̃q(L

(4)
t,u,a) with

respect to dvTy0X(w). Using (3.105) and proceeding as before, we get the
following analogue of [Bi2, (11.59)]: there is C0 > 0 such that for any k ∈ N,
there exist C > 0 and r ∈ N such that

sup
|α|,|α′|≤k

∣
∣
∣
∣
∂|α|+|α′|

∂zα∂wα′ K̃q(L
(4)
t,u,a)(z,w)

∣
∣
∣
∣ ≤ C

(
1+|z|+|w|)r exp(−C0q

2) , (3.107)

uniformly for q ∈ N
∗, z, w ∈ R

m
+ , and t, u ∈ (0, 1].

If t ≥ q, then k(t/q) = 1. Using again finite propagation speed for

cos
(
s
√
L

(4)
t,u,a

)
, we find a constant C ′

0 > 0 such that

e−L
(4)
t,u,a(z,w) = K̃q

(
L

(4)
t,u,a

)
(z,w) if |z − w| ≥ C ′

0q , (3.108)
uniformly in q ∈ N

∗. From (3.107), (3.108) we deduce that

sup
|α|,|α′|≤k

∣
∣
∣
∣
∂|α|+|α′|

∂zα∂wα′ e
−L

(4)
t,u,a(z,w)

∣
∣
∣
∣

≤ C
(
1 + |z| + |w|)r exp(−C0q

2) if |z − w| ≥ C ′
0q (3.109)

uniformly in q ∈ N
∗, z, w ∈ R

m
+ , t, u ∈ (0, 1].

For z,w ∈ R
m
+ , let q ∈ N such that C ′

0q ≤ |z−w| ≤ C ′
0(q+1). By (3.90)

with C0 = 0 and (3.109), we get (3.90). �
Let ‖ ‖0,u,0 be the limit norm of ‖ ‖t,u,0 as t→ 0. For α=(α1, . . . , αm)∈Z

m
+

a multindex, we write zα = zα1
1 · · · zαm

m .

Definition 3.17. For k ∈ {−1, 0, 1} and k′ ∈ N, let Hk,k′
0,u be the set of

σ ∈ Hk(Rm
+ ,Ky0) such that zασ ∈ Hk(Rm

+ ,Ky0) for |α| ≤ k′. For σ ∈ Hk,k′
0,u

we write
‖σ‖2

0,u,(k,k′) :=
∑

|α|≤k′
‖zασ‖2

0,u,k . (3.110)

Theorem 3.18. There exist C > 0 and k, k′ ∈ N such that
∥
∥((λ−L(4)

t,u,a)
−1−(λ−L(4)

0,u,a)
−1)σ

∥
∥

t,u,0
≤ Ct1/2

(
1+|λ|)k‖σ‖0,u,(0,k′) , (3.111)

uniformly in t, u ∈ (0, 1], λ ∈ U , and σ ∈ L2(Rm
+ ,Ky0).

Proof. Note that from (3.44), the boundary condition is fixed for t, u ∈
(0, 1], thus if σ′ ∈ C∞(Rm

+ ,Ky0) is in Dom(L(4)
0,u,a), then σ′ ∈ Dom(L(4)

t,u,a).
Thus
(λ−L(4)

t,u,a)
−1−(λ−L(4)

0,u,a)
−1=(λ−L(4)

t,u,a)
−1(L(4)

t,u−L(4)
0,u)(λ−L(4)

0,u,a)
−1. (3.112)

Observe that ‖ ‖t,u,0 ≤ ‖ ‖0,u,0. For σ ∈ C∞
0,0,u,a(R

m
+ ,Ky0), σ

′ ∈
C∞

0,t,u,a(R
m
+ ,Ky0), we know by (3.73) and the arguments in the proof of

Theorem 3.12,
∣
∣〈(L(4)

t,u − L
(4)
0,u)σ, σ′〉t,u,0

∣
∣ ≤ Ct1/2‖σ‖0,u,(1,4)‖σ′‖t,u,1 ,
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hence ∥
∥(L(4)

t,u − L
(4)
0,u)σ

∥
∥

t,u,−1
≤ Ct1/2‖σ‖0,u,(1,4) . (3.113)

Now after taking the limit, Theorem 3.13 still holds for t = 0. Set
z̃j = zj for 1 ≤ j ≤ m − 1, and z̃m = (1 − ϕ(zm))zm. From (3.73), for
i1, . . . , ip ∈ {1, . . . ,m}, we get

∥
∥[z̃i1 , [z̃i2 · · · [z̃ip , L(4)

t,u ]]]
∥
∥1,0

0,u
≤ Cp . (3.114)

Now by (3.114) and z̃j (1 ≤ i ≤ m) preserves the boundary condition
(3.44), as in (3.81), we know that for k ∈ N, there exist C > 0, k′ ∈ N such
that for u ∈ (0, 1], λ ∈ U , if σ ∈ C∞

0,0,u,a(R
m
+ ,Ky0),

∥
∥(λ− L

(4)
0,u,a)

−1σ
∥
∥

0,u,(1,k)
≤ C

(
1 + |λ|)k′‖σ‖0,u,(0,k) . (3.115)

Now (3.111) follows from Theorem 3.13, (3.112), (3.113), and (3.115). �

Observe that the norm | |L2 is smaller than ‖ ‖t,u,0, thus e−L
(4)
t,u,a →

e−L
(4)
0,u,a in the strong topology. Using the uniform bounds in Theorem 3.16,

we get

Theorem 3.19. For z,w ∈ R
m
+ ,

lim
t→0

e−L
(4)
t,u,a(z,w) = e−L

(4)
0,u,a(z,w) . (3.116)

Theorem 3.20. There exist r ∈ N, C0 > 0 such that for any l ∈ N, there
exists C > 0 such that for t ∈ (0, 1] and z,w ∈ R

m
+ ,

∣
∣zl

m(e−L
(3)
t,a − e−L

(3)
t )(z,w)

∣
∣ ≤ C

(
1+ |z|+ |w|)r exp

(−C0|z−w|2
)
. (3.117)

Proof. Let J∗ be the restriction of the functions on R
m to R

m
+ . Observe

first that (λ − L
(3)
t,a )−1(λ − L

(3)
t,a )σ = σ holds only if σ ∈ Dom(L(3)

t,a ). Thus
with ϕ from (3.39),

(λ− L
(3)
t,a )−1J∗ − J∗(λ− L

(3)
t )−1 = (λ− L

(3)
t,a )−1J∗(λ− L

(3)
t )(λ− L

(3)
t )−1

+ ϕ(2zm)J∗(λ−L(3)
t )−1 − (λ−L(3)

t,a )−1(λ−L(3)
t )
(
1−ϕ(2zm)

)
J∗(λ−L(3)

t )−1

= ϕ(2zm)J∗(λ− L
(3)
t )−1 + (λ− L

(3)
t,a )−1ϕ(2zm)J∗

+ (λ− L
(3)
t,a )−1

[
ϕ(2zm), L(3)

t

]
J∗(λ− L

(3)
t )−1,

(λ− L
(3)
t,a )−k − J∗(λ− L

(3)
t )−kJ∗ (3.118)

=
k−1∑

j=0

(λ−L(3)
t,a )−j

(
(λ−L(3)

t,a )−1J∗−J∗(λ−L(3)
t )−1

)
(λ−L(3)

t )−k+j+1J∗.

Now for k ≥ 1,
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z̃l
m(e−L

(3)
t,a − e−L

(3)
t )(z,w)

=
(−1)k−1(k−1)!

2πi

∫

Γ
e−λz̃l

m

(
(λ−L(3)

t,a )−k−J∗(λ−L(3)
t )−kJ∗)dλ . (3.119)

By using z̃mϕ(2zm) = 0, (3.114), (3.118), (3.119) and proceeding as in the
proof of (3.100), we get : there exists r > 0 such that for any l ∈ N, there
exists C > 0 such that

∣
∣z̃l

m(e−L
(3)
t,a − e−L

(3)
t )(z,w)

∣
∣ ≤ C

(
1 + |z| + |w|)r. (3.120)

From Theorems 3.9, 3.16 and (3.120), we get (3.117). �

3.7 The model problem on R+ = [0, ∞). In this subsection, we
find the explicit fundamental solution of the model problem (3.134) for
i = 4. The following formula is due to Sommerfeld (cf. [CaJ, §14.2]) and
was also used in [APS, §4].
Proposition 3.21. Consider the boundary value problem for −∂2/∂x2

in L2(R+,C
n) with domain

{
σ ∈ C∞

0 (R+,C
n) ;

(
∂
∂x + α

)
σ
∣
∣
x=0

= 0
}
,

where α is a n×n matrix. Then the heat kernel, Fα(t, x, ξ), of this problem
is given by

Fα(t, x, ξ) =
1√
4πt

(
e−

(x−ξ)2

4t +e−
(x+ξ)2

4t
)
+

α√
πt

∫ +∞

0
e−

(x+y+ξ)2

4t eαydy . (3.121)

Note that the heat kernel, FDir, for the Dirichlet boundary condition is
given by

FDir(t, x, ξ) =
1√
4πt

(
e−

(x−ξ)2

4t − e−
(x+ξ)2

4t
)
. (3.122)

For the integral in (3.121), we have if ξ = x

α√
πt

∫ ∞

0

∫ ∞

0
e−

(y+2x)2

4t eαydy dx = 2

√
t

π
α

∫ ∞

0

∫ ∞

0
e−(x+y)2e2

√
tαydy dx

= 2

√
t

π
α

∫ ∞

0
dz e−z2

∫ z

0
e2

√
tαydy (3.123)

=
1√
π

∫ ∞

0
e−z2(

e2
√

tαz − 1
)
dz =

∞∑

k=1

αkt
k
2

2Γ
(

k
2 + 1

) .

Likewise, in the sense of power series
α√
πt

∫ ∞

0

∫ ∞

0
e−

(y+2x)2

4t eαyx dy dx =
2tα√
π

∫ ∞

0
dz e−z2

∫ z

0
e2

√
tαy(z − y)dy

(3.124)

=

√
t

π

∫ ∞

0
e−z2

[
1

2
√
tα

(
e2

√
tαz−1

)−z
]

dz =
∞∑

k=1

αk−1t
k
2

4Γ
(

k
2+1

)−
√
t

2
√
π
.
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Thus by (3.121), (3.122), and (3.123):
∫ ∞

0
(Fα−FDir)(t, x, x)dx =

1√
π

∫ ∞

0
e−z2

e2
√

tαzdz =
∞∑

k=0

αkt
k
2

2Γ(k
2+1)

. (3.125)

For later purposes, we also note the following identity resulting from
(3.121), (3.122), and (3.124):∫ ∞

0
x(Fα − FDir)(t, x, x)dx =

1√
π

∫ ∞

0
e−z2 1

2α
(e2

√
tαz − 1)dz

=
∞∑

k=1

αk−1t
k
2

4Γ(k
2 + 1)

.

(3.126)

3.8 Proof of Theorem 3.2. Let e−uL
(3)
0,a(z,w), e−uL

(3)
0 (z,w) be the

smooth kernels of e−uL
(3)
0,a , e−uL

(3)
0 with respect to dvTy0X(w). For z′, w′ ∈

R
m−1, set

K(u, z′, w′) = (4πu)−
m−1

2 exp
(

−|z′ − w′|2
4u

)

. (3.127)

By Theorems 3.10, 3.19, 3.20, (3.11), (3.48), and (3.51), we get

lim
t→0

It(y0) =
∫ ∞

0
2m−1(−1)

m(m−1)
2 Trs

[
[P (3)

0 ((0, zm), (0, zm))]max
]
dvN (zm) .

(3.128)
Let Q(t, z, w) ∈ (Λ(T ∗Y ) ⊗̂ Λ̂(T ∗Y ) ⊗̂End(Λ(N∗) ⊗ F ))y0 (z,w ∈ R

m
+ ,

t > 0) be the fundamental solution of the following problem with respect
to dvTy0X(w), 





i(em)ω|zm=0 = 0 ,
w(em)[∇em + Ṡ(y0)]ω|zm=0 = 0 ,(

∂
∂t + ∆Ty0X

)
ω = 0 .

(3.129)

Then we get from (3.52) and (3.129)

e−uL
(3)
0,a(z,w) = ezmṠ(y0)Q(u, z, w) exp

(
−u

2
(ṘTX |Y )y0

)
e−wmṠ(y0),

e−uL
(3)
0 (z,w) (3.130)

= (4πu)−m/2 exp
(

−|z − w|2
4u

)

exp
(
−u

2
(ṘTX |Y )y0

)
e(zm−wm)Ṡ(y0) .

Note that on Λ(N∗),
Trs[w(em)i(em)] = −Trs[i(em)w(em)] = −1 . (3.131)

Decompose
Q =: Q1w(em) +Q2i(em) +Q3w(em)i(em) +Q4i(em)w(em) . (3.132)

with Qi ∈ (Λ(T ∗Y ) ⊗̂ Λ̂(T ∗Y ) ⊗ End(F ))y0 . By (3.47), (3.130), (3.131),
and (3.132),
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Trs

[
[P (3)

0 ((0, zm), (0, zm))]max
]

= TrF
[[

(Q4 −Q3)
(
1, (0, zm), (0, zm)

)
exp
(
−1

2(ṘTX |Y )y0

)]max]
. (3.133)

Thus it remains to determine Qi. Let ψ be a smooth section of
(Λ(T ∗Y ) ⊗̂ (Λ̂(T ∗Y )⊗F )y0 with compact support in R+. Then for i = 1, 2,
Qiψ|t=0 = 0, by the uniqueness of the solution and (3.129), we know that
Q1 = Q2 = 0. Now, from (3.129), we have for i = 3, 4





Qiψ|t=0 = ψ ,

Q3ψ|zm=0 = 0, (∇em + Ṡ(y0))Q4ψ|zm=0 = 0 ,(
∂
∂t + ∆Ty0X

)
Qiψ = 0 .

(3.134)

By separation of variables and Proposition 3.21, we get
Q3(t, z, w) = K(t, z′, w′)FDir(t, zm, wm) ,
Q4(t, z, w) = K(t, z′, w′)FṠ(t, zm, wm) .

(3.135)

Thus using (1.1), (1.17), (3.128), (3.133), (3.135), and (3.125) we arrive
at

lim
t→0

It(y)dvY (y) = rk(F )
∫ BY

exp
(

−1
2
(
ṘTX |Y )

y

) ∞∑

k=0

Ṡ(y)k

2Γ
(

k
2+1

)

= (−1)m−1rk(F )eb(Y,∇TX) .

(3.136)

Now (3.11), (3.14), and (3.136) add up to the proof of Theorem 3.2. �

4 Ray–Singer Metrics and Anomaly Formula

The purpose of this section and the next is to establish the anomaly for-
mula for Ray–Singer metrics. By the estimate (3.12), we can split the
problem into an interior part and a contribution from the boundary. In
the interior of X, we can apply directly [BiZ1, §4], so our main contribu-
tion consists in determining the boundary contribution. In this section, we
prove Theorem 0.1 only under the assumption (4.30), while in section 5,
we will prove Theorem 0.1 in full generality.

This section is organized as follows. In subsection 4.1, we define the
Ray–Singer metric of manifolds with boundary. In subsection 4.2, we state a
formula evaluating the variation of Ray–Singer metrics as the constant term
in the asymptotic expansion of the supertrace of a heat kernel multiplied by
an endomorphism. In subsection 4.3, we reduce the problem to a problem
near the boundary Y and in subsection 4.4, we prove Theorem 0.1 under
the assumption (4.30). In subsection 4.5, we compare our results and Lück–
Schick’s examples [LüS, Appen.A].

We use the notation established in sections 1.3, 3. Recall that X is a
compact manifold with smooth boundary ∂X = Y and dimX = m. Let F
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be a flat complex vector bundle on X with flat connection ∇F . Let hF be
a Hermitian metric on F and let gTX be a Riemannian metric on TX.

4.1 Ray–Singer metrics on det H•(X, F ). Let Pa be the orthogonal
projection in L2(X,Λ(T ∗X) ⊗ F ) onto H•

a(X,F ) with P⊥
a := 1 − Pa, and

let N be the number operator on Λ(T ∗X) ⊗ F , which is multiplication by
p on Λp(T ∗X) ⊗ F .
Definition 4.1. For u ∈ C with Re(u) > 1

2 dimX, set
θF
a (u) : = −Trs

[
N(D2

a)
−uP⊥

a

]

= − 1
Γ(u)

∫ ∞

0
tuTrs

[
N exp(−tD2

a)P
⊥
a

]dt

t
.

(4.1)

Theorem 4.2. When t→ 0, for any k ∈ N,

Trs

[
N exp(−t2D2

a)
]

=
k∑

j=−1

ajt
j + O(tk+1) , (4.2)

and

a−1 = rk(F )
∫

X

∫ BX
m∑

i=1

1
2
ei ∧ êi ∧ exp

(

−1
2
ṘTX

)

+ rk(F )
∫

Y

∫ BY
m−1∑

α=1

1
2
eα ∧ êα ∧

∞∑

k=0

Ṡk

2Γ(k
2+1)

exp
(

−1
2
(
ṘTX |Y )

)

, (4.3)

a0 =
m

2
χ(X,F ) .

Theorem 4.2 generalizes [BiZ1, Thm. 7.10] to manifolds with boundary;
it will be proved in subsection 5.6 and it is used only for Definition 4.3 in
this paper. Thus θF

a (u) extends to a meromorphic function in C which is
holomorphic at 0 in view of Theorem 4.2.

Let detH•(X,F ) be the determinant line of the cohomology H•(X,F )
which is the complex line given by detH•(X,F )=

⊗m
p=0(detHp(X,F ))(−1)p

.
By the isomorphism in (3.6), H•(X,F ) is naturally equipped with a
L2-metric hH(X,F ) induced from the scalar product 〈 · , · 〉 on Ω(X,F );
| |L2

det H•(X,F ) denote the induced metric on detH•(X,F ).
Definition 4.3. The analytic torsion of X with coefficients in F is
defined by Ta(X,hF ) := exp

{
1
2

∂θF
a

∂u (0)
}
, and the Ray–Singer metric on the

line detH•(X,F ) is defined by
‖ ‖RS

det H•(X,F ) := Ta(X,hF ) | |L2

det H•(X,F ) . (4.4)

Definition 4.4 (cf. Definition 3.4, [BiZ1, Def. 4.5]). We introduce a real
closed 1-form on X by

θ(F, hF ) := Tr
[
(hF )−1(∇FhF )

]
. (4.5)
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4.2 An infinitesimal variation formula for the Ray–Singer met-
ric. Let R � s �→ (gTX

s , hF
s ) be a smooth family of metrics on TX

and F and let ∗s, ∗F
s be the Hodge operators associated to the metrics

gTX
s , (gTX

s , hF
s ). Let Ds be the operator D defined in (3.4) attached to the

metrics (gTX
s , hF

s ). Let ‖ ‖RS
det H•(X,F ),s be the corresponding Ray–Singer

metric on detH•(X,F ).
The following theorem is an extension of [BiZ1, Thm. 4.14], where the

case ∂X = Y = ∅ was treated.
Theorem 4.5. As t→ 0, for any k ∈ N, there is an asymptotic expansion

Trs

[(

∗−1
s

∂∗s

∂s
+(hF

s )−1 ∂h
F
s

∂s

)

e−tD2
s,a

]

=
k∑

j=−m

Mj,st
j/2+O(t(k+1)/2

)
, (4.6)

with
M0,s = ∂

∂s log
((‖ ‖RS

det H•(X,F ),s

)2)
. (4.7)

Proof. The equation (4.6) is an immediate consequence of the results in [S],
[Gr] on the asymptotics of the heat kernel on manifolds with boundary.

When hF
s = hF is a fixed flat metric on F , the equation (4.7) is [Ch,

Thm. 3.27], [RS, Thm. 7.3] which was proved by using [Ch, Thm. 3.10],
[RS, Prop. 6.1]. Especially, [Ch, Thm. 3.27] works with no special assump-
tions on the behavior of the normals at the boundary (i.e. it is not as-
sumed that the unit normal of Y with respect to gTX

s is independent of
the parameter s). To be complete, we give a proof in the general case by
combining Cheeger’s trick and the proof of [BiGS2, Thm. 1.18].

In the sequel, let {es,j} be an orthonormal basis of (TX, gTX
s ). Let dF∗

s

be the formal adjoint of dF for the metrics gTX
s and hF

s . Since ∇TX is
torsion free, we obtain from (3.25) (cf. [BiLo, (3.42)]),

dF∗
s =

m∑

j=1

(− i(es,j)∇TX⊗F
es,j

− i(es,j)ω(F, hF
s )(es,j)

)
. (4.8)

By (1.10), (3.23), (4.8), as in (3.36),

i(es,m)dF∗
s = −i(es,m)

m−1∑

α=1

i(es,α)
(
sp∇TX⊗F

es,α
+ ω(F, hF

s )(es,α)

+ 〈es,m, As(es,α)es,β〉w(ems )i(es,β)
)

(4.9)

= −i(es,m)
m−1∑

α=1

i(es,α)
(
sp∇TX⊗F

es,α
+ ω(F, hF

s )(es,α)
)
.

Then from (4.9), we get
i(es,m)dF∗

s σ|Y = 0 if i(es,m)σ|Y = 0 . (4.10)
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Set
Qs = −(∗F

s )−1 ∂∗F
s

∂s = −
(
∗−1

s
∂∗s
∂s + (hF

s )−1 ∂hF
s

∂s

)
. (4.11)

Then by (3.3),
∂
∂sd

F∗
s = −[dF∗

s , Qs] . (4.12)
Now by using (4.10) and Cheeger’s trick [Ch, p. 277-278] to avoid a technical
problem with the boundary condition, we get (cf. also [BiGS2, (1.113)] for
manifolds without boundary)

∂
∂sTrs

[
N exp(−tD2

s,a)
]

= −t ∂
∂tTrs

[
Qs exp(−tD2

s,a)
]
. (4.13)

Set Ks = ⊕m
p=0K

p
s = KerDs,a. Let Ps,a be the orthogonal projection oper-

ator from Ω(X,F ) on KerDs,a for the Hermitian product 〈 〉s on Ω(X,F )
associated with gTX

s and hF
s defined in (3.2). As dimKp

s doesn’t depend
on s, from (4.1), (4.13), and Trs[Qs(exp(−tD2

s,a) − Ps,a)] decays exponen-
tially when t→ ∞, we obtain for Re(u) large enough,

∂

∂s
θs,a(u) =

1
Γ(u)

∫ ∞

0
tu
∂

∂t
Trs
[
Qs exp(−tD2

s,a)
]
dt

=
−u
Γ(u)

∫ ∞

0
tu−1Trs

[
Qs(exp(−tD2

s,a) − Ps,a)
]
dt .

(4.14)

Using (4.14), we find
∂
∂s

(
∂
∂uθs,a

)
(0) = M0,s + Trs[QsPs,a] . (4.15)

The line bundle, detH•(X,F ), is canonically identified with λs =
⊗m

p=0(detKp
s )(−1)p

. Under this identification, the canonical isomorphism
of the line bundle φs : λ0 → λs is defined by φs(σ) = Ps,a(σ) for σ ∈ λ0.

If σ and σ′ are forms in the kernel of D2
s,a, we have by definition

〈
Ps,aσ, Ps,aσ

′〉
s

=
∫

X
Ps,aσ ∧ ∗F

s Ps,aσ
′. (4.16)

From P 2
s,a = Ps,a, we get

(
∂
∂sPs,a

)
Ps,a + Ps,a

(
∂
∂sPs,a

)
= ∂

∂sPs,a, thus the
operator ∂

∂sPs,a sends KerDs,a to its orthogonal complement for 〈 · , · 〉s.
Therefore, from (4.16), we get
∂

∂s
〈Ps,aσ, Ps,aσ

′〉s=
∫

X
Ps,aσ ∧

(
∂

∂s
∗F

s

)

Ps,aσ
′= − 〈Ps,aσ,QsPs,aσ

′〉s . (4.17)

Thus from (4.17), we get
∂
∂s log

(|φs(σ)|L2

det H•(X,F ),s

)2 = −Trs[QsPs,a] . (4.18)
From (4.4), (4.15), and (4.18), we get (4.7). �

4.3 Localization of the problem near the boundary Y . We use
freely the notation in subsections 1.2, 1.3, 1.5, 3.2. In the remainder of this
section, we fix s but most of the time we will omit the subscript s.
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In the sequel, if (βu)u>0 is a family of smooth forms (resp. differential
operators) on X, we write βu = O(uk) as u→ 0 if for any p ∈ N there exists
Cp > 0 such that the Cp-norm of βu (resp. its coefficients) is dominated
by Cpu

k.
Denote again by ∇TX

s the Levi–Civita connection on (TX, gTX
s ) with

curvature RTX
s , and let {ei} be an orthonormal basis of (TX, gTX

s ). Set

ġTX
s :=

(
gTX
s

)−1 ( ∂
∂sg

TX
s

)
,

ω̇X
s := −1

2

∑

1≤i,j≤m

〈
ġTX
s ei, ej

〉
gTX

s
ei ∧ êj . (4.19)

By [BiZ1, Prop. 4.15], we have

∗−1
s

∂∗s
∂s = −1

2

∑

1≤i,j≤m

〈
ei, ġ

TX
s ej

〉
gTX

s
c(ei)ĉ(ej) . (4.20)

Let gTY
s be the metric on TY induced by gTX

s . For y ∈ Y , let {eα}m−1
α=1

be an orthonormal basis of (TyY, g
TY
s ). Let ω̇Y

s be the smooth section of
T ∗Y ⊗̂ T̂ ∗Y on Y defined by

ω̇Y
s := −1

2

∑

1≤α,β≤m−1

〈
ġTX
s eα, eβ

〉
gTX

s
eα ∧ êβ . (4.21)

Theorem 4.6. We have the following identities in (4.6):

Mj,s = 0 if j ≤ −2 , (4.22a)

M−1,s = rk(F )
∫

X

∫ BX

ω̇X
s exp

(
−1

2Ṙ
TX
s

)

+ rk(F )
∫

Y

∫ BY

ω̇Y
s exp

(
−1

2

(
ṘTX

s |Y )
) ∞∑

k=0

Ṡk
s

2Γ
(

k
2 + 1

) ,

lim
t→0

Trs

[
(hF

s )−1 ∂hF
s

∂s e
−tD2

a

]
= (−1)m

∫

(X,Y )
Tr
[
(hF

s )−1 ∂hF
s

∂s

]
E
(
TX,∇TX

s

)
.

(4.22b)

Proof. By [BiZ1, (4.61), (4.71), (4.73)] and [BGV, Thm 4.1], as t→ 0, uni-
formly on X ′, and implementing the notation introduced in subsection 1.3,
we find

Trs

[
(hF

s )−1 ∂hF
s

∂s e
−tD′2

(x, x)
]
dvX′(x)

=
(

Tr
[
(hF

s )−1 ∂hF
s

∂s

] ∫ BX

exp
(
−1

2Ṙ
TX
s

))

(x) + O(t1/2) , (4.23a)
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Trs

[
∗−1

s
∂∗s
∂s e

−tD′2
(x, x)

]
dvX(x)

=






∫ BX

{
exp
(
−1

2Ṙ
TX
s

)
ω̇X

s ∇TX
s

̂θ(F, hF
s )
}

(x) + O(t) if dimX is even ,
1√
t
rk(F )

∫ BX ω̇X
s exp

(
−1

2Ṙ
TX
s

)
(x) + O(t

1
2 ) if dimX is odd ,

(4.23b)
where θ(F, hF

s ) is defined in (4.5) and the exponents of t1/2 in (4.23b) are of
the same parity as the dimension of X. Note that in [BiZ1, (4.71)], (4.23b)
was worked out for dimX even. But proceeding as in [BiZ1, (4.55)–(4.63)],
we get (4.23b) for dimX odd, too.

We will use the notation of subsection 1.4 associated to the family of
metrics gTX

s , in the case W = X. In particular, we denote by X̃ the fibers
of the projection πX×R : X × R → R, with boundary Ỹ , and by RT eX

the curvature of ∇T eX . By [BiZ1, (4.74)-(4.85)], and (4.23b), and Stokes’
theorem, we get
∫

X
Trs

[
∗−1

s
∂∗s
∂s e

−tD′2
(x, x)

]
dvX(x)

= 1√
t
rk(F )

∫

X

∫ BX

ω̇X
s exp

(
−1

2Ṙ
TX
s

)
+
∫

X

[
i
(

∂
∂s

)
e(TX̃,∇T eX)

]
θ(F, hF

s )

+
∫

Y

∫ BX
̂θ(F, hF

s ) exp
(
−1

2Ṙ
TX
s

)
ω̇X

s + O(t1/2) . (4.24)

To get the boundary contribution, we proceed as in subsection 3.2.
Arguing as in section 3, by (1.17), (3.11), we obtain as in (3.128), (3.133),
(3.136),

dvY (y)
∫ t1/4

0
Trs

[
(hF

s )−1 ∂hF
s

∂s Pt

(
(y, xm), (y, xm)

)]
κ(y, xm)dvN (xm)

= dvY (y)
∫ ∞

0
2m−1(−1)

m(m−1)
2 Trs

[(
(hF

s )−1 ∂hF
s

∂s

)
(y)

[
P

(3)
0 ((0, xm), (0, xm))

]max
]
dvN (x)

m + O(t1/4)

= (−1)m−1Tr
[
(hF

s )−1 ∂hF
s

∂s (y)
]
eb(Y,∇TX

s ) + O(t1/4) .

(4.25)

By (0.2), (4.23a), and (4.25), as in (3.14),

lim
t→0

Trs
[
(hF

s )−1 ∂hF
s

∂s e
−tD2

a

]

= lim
t→0

{
Trs

[
(hF

s )−1 ∂hF
s

∂s e
−tD′2]

+ Trs

[
(hF

s )−1 ∂hF
s

∂s Pt

]}

= (−1)m
∫

(X,Y )
Tr
[
(hF

s )−1 ∂hF
s

∂s

]
E
(
TX,∇TX

s

)
.

(4.26)
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For y ∈ Y , set

It(y) =
∫ t1/4

0
Trs

[∗−1
s

∂∗s
∂s Pt

(
(y, xm), (y, xm)

)]
κ(y, xm)dvN (xm) . (4.27)

Then by (3.12),

Trs

[
∗−1

s
∂∗s
∂s

(
e−tD2

a − e−tD′2)]
=
∫

Y
It(y)dvY (y) + O(e−c/t). (4.28)

But by (3.125), (4.20), as in (3.128), (3.133), and (3.136), we know that
when t→ 0,

lim
t→0

√
t It(y)dvY (y) = dvY (y)

∫ ∞

0
2m−1(−1)

m(m−1)
2

TrF
[
[ω̇Y

s (y)P (3)
0 ((0, xm), (0, xm))]max

]
dvN (xm)

= rk(F )
∫ BY

ω̇Y
s

∞∑

k=0

Ṡk
s

2Γ
(

k
2 + 1

) exp
(

−1
2
(ṘTX

s |Y )
)

.

(4.29)

By (4.6), (4.24), (4.26), (4.28), and (4.29), we get (4.22a). �

By (4.22b), (4.24), and (4.28), it is now sufficient to calculate the asymp-
totics of It(y) when t→ 0.

4.4 Proof of Theorem 0.1: a special case. We use the same no-
tation as in subsection 3.5. In this subsection, we will prove Theorem 0.1
under the additional assumption (4.30) below.

Let gTX be a metric on TX. We identify Y × [0, ε) with Uε a neigh-
borhood of Y in X as in subsection 1.2; and let gTX

0 be a smooth metric
on TX verifying (1.22). In the rest of this section, we assume that the
families gTX

s , hF
s (s ∈ [0, 1]) featuring in the above analysis are defined by

the equation (cf. (1.23))

gTX
s = sgTX + (1 − s)gTX

0 , hF
s = hF . (4.30)

Lemma 4.7.

lim
t→0

dvY (y)It(y0) = −2
s
rk(F )

∫ BY

exp
(

−1
2
(ṘTX

s |Y )y0

) ∞∑

k=1

Ṡk
s

4Γ
(

k
2+1

) .

(4.31)

Proof. For fixed y0 ∈ Y , we replace X by R
m
+ ↪→ Ty0X as in subsection 3.5,

and we use the same trivialization of the vector bundle.
Let M (2)

t be obtained from ∗−1
s

∂∗s
∂s by rescaling the coordinates as in

(3.45) and M (3)
t be obtained from M

(2)
t by replacing the Clifford variables

c(eα), ĉ(eα) by ct(eα), ĉt(êα) (1 ≤ α ≤ m − 1). Using Taylor expansion in
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zm near the boundary, we obtain from (1.7), (4.20), and (4.30)

∗−1
s

∂∗s
∂s = −

∑

1≤i,j≤m

1
2

[
(Lemg

TX)(ei, ej)zm +O(|Z|2)]c(ei)ĉ(ej) . (4.32)

By (1.10), (1.15), and (4.32), we know that

M
(3)
t (0, zm) →M

(3)
0 (0, zm) = −2Ṡ1(y0)zm . (4.33)

By (3.130), (3.131), (3.132), and (4.33), we have for zm ∈ R+,

Trs

[
[(M (3)

0 P
(3)
0 )((0, zm), (0, zm))]max

]

= (4π)−
m−1

2 TrF
[[
−2Ṡ1zm(Q4−Q3)

(
1, (0, zm), (0, zm)

)

exp
(
−1

2(ṘTX
s |Y )y0

)]max]
. (4.34)

By (3.31), (3.48), (3.49), and (3.117), we obtain

lim
t→0

It(y0) = lim
t→0

∫ t1/4

0
Trs
[∗−1

s
∂∗s
∂s P

1
t

(
(0, zm), (0, zm)

)]
dvN (zm)

= lim
t→0

∫ t1/4

0
2m−1(−1)

m(m−1)
2

1√
t

Trs
[[

(M (3)
t P

(3)
t )
((

0, zm√
t

)
,
(
0, zm√

t

))]max]
dvN (zm)

= lim
t→0

∫ t−1/4

0
2m−1(−1)

m(m−1)
2 (4.35)

Trs
[
[(M (3)

t P
(3)
t )((0, zm), (0, zm))]max

]
dvN (zm)

=
∫ ∞

0
2m−1(−1)

m(m−1)
2 Trs

[
[(M (3)

0 P
(3)
0 )((0, zm), (0, zm))]max

]
dvN (zm) .

Note that by (1.25), Ṡs = sṠ1. By (1.1), (3.126), (3.135), (4.34), and (4.35),
we get (4.31). �

Proof of Theorem 0.1 under the assumption (4.30). In this case, ω̇X
s |Y =

ω̇Y
s = 0. Now from (1.25), (1.39), (1.45), (4.7), (4.24), (4.28), and (4.31),

we get

log
((‖ ‖RS

det H•(X,F ),1

‖ ‖RS
det H•(X,F ),0

)2)

=
∫

X
ẽ
(
TX,∇TX

s

)∧θ(F, hF )+rk(F )
∫

Y
B
(∇TX

)
.

(4.36)
From (1.17), (1.25) and (1.39)

i
(

∂
∂s

)
eb
(
Y × R,∇T eX

)
= 0 , (4.37)

which gives ẽb(Y,∇TX
s ) = 0 by (1.45). Thus (4.36) implies Theorem 0.1.

�
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4.5 Examples. Let f : [0, ε] → R
+ be a smooth function such that

f(0) = 1. We choose a family of metrics gTX
s on TX such that on Y × [0, ε],

gTX
0 is defined by (1.22), and for s ∈ [0, 1],

gTX
s (y, xm) = f(sxm)gTX

0 , hF
s = hF . (4.38)

As in subsection 4.3, we denote by X̃ the fibers of the projection πX×R :
X × R → R. Then by (1.4), ∇T eX

∂/∂s
∂

∂xm
= 0 on Y × [0, 1], thus by (1.10), as

in (1.25), we get for y0 ∈ Y , s ∈ [0, 1], Z1, Z2 ∈ Ty0Y ,
〈
Ã(y0, s)(Z1)Z2, em

〉
= − s

2f
′(0)〈Z1, Z2〉 ,

˙̃
S(y0, s) = Ṡs(y0) = sṠ1(y0) = s

4f
′(0)

m−1∑

α=1

eα ∧ êα.
(4.39)

By (4.20), (4.38), and (4.39), the key equation (4.33) still holds. Now by
the arguments as in (4.34), (4.35), we get again (4.31).

In the rest of this section, we suppose F is the trivial bundle C on X.
Let Vol(Y ) be the Riemannian volume of (Y, gTY ). By (1.16), (4.7), (4.24),
(4.28), (4.31), and (4.39), we get

M0,s = −2
s

∫

Y

∫ BY

exp
(

−1
2
ṘTY − s2Ṡ2

1

) ∞∑

k=1

(sṠ1)k

4Γ
(

k
2 + 1

) . (4.40)

By (1.1), and (4.39),
∫ BY

Ṡm−1
1 =

(−1√
π

)m−1

(m− 1)!
(
f ′(0)

4

)m−1

dvY . (4.41)

From (4.40) and (4.41), for s ∈ [0, 1], m = 2, 3, we get

M0,s = −2
s

∫

Y

∫ BY
(sṠ1)m−1

4Γ((m+ 1)/2)
=

(−s)m−2

π

(
f ′(0)

4

)m−1

Vol(Y ) . (4.42)

Especially, if (Y, gTY ) is flat, then from (4.40) and (4.41), as in (1.19),
if m = 2k + 1 > 1 is odd, we have

M0,s =
1
2s

∫

Y

∫ BY
(
exp(−s2Ṡ2

1)−1
)

=
(−1)k(2k)!

2πk k!

(
f ′(0)

4

)2k

s2k−1 Vol(Y ) .

(4.43)
If f(xm) = (1 + xm)m−1, Y = T

m−1 � R
m−1/Zm−1 is the flat torus

with the metric gTY induced by the canonical flat metric on R
m−1 and

m = 2, 3, then (4.42) recovers the results of [LüS, Appendix A] where Lück
and Schick applied the explicit computation of the first few coefficients of
the asymptotic expansion of the heat operator for manifolds with boundary
by Branson and Gilkey [BrG]. (Note that Tan in [LüS, Def. 1.8] is −∂θF

∂u (0)
in Definition 4.3. Moreover, in the computation of the mean curvature
[LüS, p. 564, l. -11], one missed a sign ‘−’. Thus the last equality of line -7
therein should be corrected to ‘· · · = (4π)−1(1 + u) �= 0’.)
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5 Anomaly Formula: General Case

The purpose of this section is to establish the anomaly formula for Ray–
Singer metrics in the general case. We will introduce two Grassmann vari-
ables and use the techniques associated with the index theorem for fami-
lies. In section 3, two copies of the bundle of Clifford algebras of (TY, gTY )
appeared naturally, and the operators considered exhibited a symmetry
property when these two copies were interchanged, which made the local
index computations rather easy. But, generally speaking, this symmetry
property will be broken in the local family index case, cf. [BiLo]. This is
the reason why we need to introduce an unusual rescaling on these two
Grassmann variables (cf. Remark 5.4) which does not work, however, for a
general fibration.

This section is organized as follows. In subsection 5.1, we derive a Lich-
nerowicz type formula. In subsection 5.2, we explain why the problem is
local near the boundary Y . In subsection 5.3, we explain the rescaling of
the coordinate variable Z and of the Clifford variable. In subsection 5.4, we
calculate the heat kernel of the limit operator with the limit boundary con-
dition. In subsection 5.5, we prove Theorem 0.1, finally, in subsection 5.6,
we prove Theorem 4.2.

We use the notation established in subsections 3.1, 4.1-4.3.

5.1 A Lichnerowicz formula. Let X be a compact manifold with
smooth boundary ∂X = Y and dimX = m. Let F be a flat complex
vector bundle on X with flat connection ∇F . Let (gTX

s , hF
s )s∈R be a

smooth family of metrics on TX,F . We use the notation in subsection 3.1
with a subscript s. In the sequel, we fix s; if convenient, we will omit the
subscript s.

We have already reduced the problem to finding the asymptotics of
It = Trs

[ ∗−1
s

∂∗s
∂s exp(−t2D2

s,a)
]

when t → 0 by (4.22b). Hence in the
following we may and will assume that hF

s = hF for s ∈ [0, 1].
By (4.24), (4.27), (4.28) and (4.29), the asymptotic of It as t → 0 has

a singularity of order 1/t, but we do not know a direct way to compute its
constant term. We know, however, that the leading term in the asymptotics
of ∂

∂t(tIt) is of order t0, hence, in this section, we will identify it with

[Trs[e−L
(0)
t,a ]]dsds where L

(0)
t,a is a 2-order elliptic operator with the boundary

condition (5.4). We need then the “strange” rescaling (5.2) in order to
derive a “convergent” Lichnerowicz formula for the operator L

(0)
t,a as t→ 0,

and then we proceed as in sections 3,4, i.e. we separate the interior and
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boundary contribution. Again, our main achievement is to compute the
boundary contribution (5.34).

Let ds be an odd Grassmann variable which anti-commutes with all odd
elements in Λ(T ∗X) and ds. If β ∈ Λ(C(ds, ds)), let [β]dsds ∈ C be the
coefficient of dsds in the expansion of β. If there exist C1, C2 ∈ Λ(T ∗X),
such that γ = C1 + ds ∧ C2, then we write

[γ]ds = C2 . (5.1)

Now we introduce the scaling map

ψt : Λ
(
C(ds, ds)

) � β0 + β10ds+ β01ds+ β2dsds �→
β0 + t−3/2β10ds+ t−1/2β01ds + t−2β2dsds ∈ Λ

(
C(ds, ds)

)
; (5.2)

then ψt acts on Λ(C(ds, ds)) ⊗̂Λ(T ∗X) as ψt ⊗̂ 1.
Let {ei}m

i=1 be an orthonormal basis of (TX, gTX
s ). Let dF∗

s be the
formal adjoint of dF with respect to gTX

s , hF as in subsection 3.1, and put

Bs := B = dF∗
s − dF , D2

1 = D2 − 2ds ∧B , (5.3a)

L
(0)
t := t2D2+1

2t
3/2ds ∧ [B, ∗−1

s
∂∗s
∂s

]−2t1/2ds ∧B−ds ∧ ds ∗−1
s

∂∗s
∂s . (5.3b)

Then L
(0)
t is an operator acting on the smooth sections of F :=

Λ(C(ds⊕ ds)) ⊗̂Λ(T ∗X) ⊗ F on X. We denote by L
(0)
t,a the operator asso-

ciated to L
(0)
t and the following boundary condition

σ ∈ C∞(X,F) ; i(en)σ = i(en)
(
dFσ− 1

2
√

t
ds ∧ ∗−1

s
∂∗s
∂s σ
)

= 0 on Y . (5.4)

Note that, by (3.4) and (5.3a), B2 = −D2, and recall that sp∇TX⊗F ,
∇TX⊗F,u are the connections on Λ(T ∗X) ⊗ F induced by sp∇TX ,∇F and
∇TX ,∇F,u, as described in subsection 3.4. Since ∇TX is torsion free, we
obtain from (3.21), (3.26), (3.35), and (4.8) (cf. [BiLo, (3.42)]),

Bs =
m∑

j=1

(
−ĉ(ej)∇TX⊗F,u

ej
+ 1

2c(ej)ω(F, hF )(ej)
)
. (5.5)

Recall that Da was defined in (3.5). We introduce Ba := B|D(Da), D2
1,a =

D2
1|D(Da); then from (4.10), we get B2

a = −D2
a because the boundary

conditions are the same.

Lemma 5.1. For σ ∈ Ω(X,F ), we have

(e−tD2
aBσ)(x) = (Bae

−tD2
aσ)(x) +

∫

y∈Y
e−tD2

a(x, y)i(en)σ(y)dvY (y) . (5.6)
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Proof. At first, by the identification of the orientation bundle o(TX) and
o(TY ) in subsection 1.3, and (3.3), for σ, σ′ ∈ Ω(X,F ),

〈dFσ, σ′〉 = 〈σ, dF∗σ′〉 +
∫

Y
(σ ∧ ∗Fσ′)F

= 〈σ, dF∗σ′〉 −
∫

Y
〈em ∧ σ, σ′〉(y)dvY (y) ,

〈Bσ, σ′〉 = −〈σ,Bσ′〉 +
∫

Y
〈ĉ(em)σ, σ′〉(y)dvY (y) .

(5.7)

Thus for σ ∈ Ω(X,F ), σ′ ∈ D(Da), by (5.7)

〈Bae
−tD2

aσ, σ′〉 = −〈σ, e−tD2
aBaσ

′〉 = −〈σ,Bae
−tD2

aσ′〉
= 〈Bσ, e−tD2

aσ′〉 −
∫

y∈Y
〈i(en)σ, e−tD2

aσ′〉(y)dvY (y) (5.8)

= 〈e−tD2
aBσ, σ′〉 −

〈∫

y∈Y
e−tD2

a(·, y)i(en)σ(y)dvY (y), σ′
〉

.

From (5.8), we get (5.6). �

Theorem 5.2.
∂
∂t

{
tTrs

[
∗−1

s
∂∗s
∂s e

−t2D2
a

]}
= Trs

[
e−L

(0)
t,a
]ds ds

. (5.9)

Proof. Let p1, p2 be the projections fromX×X onto its first and second fac-
tors. By (3.5), (5.3b), and (5.4), there exists Pt ∈ Λ(C(ds)) ⊗̂C∞(X ×X,
p∗1(Λ(T ∗X) ⊗ F ) ⊗ p∗2(Λ(T ∗X) ⊗ F )) such that

e−tL
(0)
1,a = e−tD2

1,a + ds ∧ Pt . (5.10)
Now, by (5.3b), and (5.4), Pt verifies the following equation,






i(em)Pt|Y = 0 ,

i(em)
[
dF (ds ∧ Pt) − 1

2ds ∧ ∗−1
s

∂∗s
∂s e

−tD2
1,a

] ∣
∣
Y

= 0 ,
(

∂
∂t +D2

1

)
ds ∧ Pt + (L(0)

1 −D2
1)e

−tD2
1,a = 0 .

(5.11)

Thus from the proof of [RS, Lem. 5.12, p. 192-193], (5.11),

ds ∧ Pt = −
∫ t

0
e−(t−t1)D2

1,a(L(0)
1 −D2

1,a)e
−t1D2

1,adt1 +
∫ t

0
dt1

∫

y∈Y
e−(t−t1)D2

1,a(·, y)
(
i(en)

(−1
2

)
ds ∧ ∗−1

s
∂∗s
∂s e

−t1D2
1,a

)
(y, ·)dvY (y) . (5.12)

From the Volterra series expansion (cf. [BGV, Append. Ch. 9]) of e−tD2
1,a

and (5.6), we get

e−tD2
1,a = e−tD2

a + 2t ds ∧Bae
−tD2

a . (5.13)
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Thus from (5.6), (5.10), (5.12), and (5.13), we get

Trs

[
e−tL

(0)
1,a
]dsds = −Trs

[
t(L(0)

1 −D2
1,a)e

−tD2
1,a
]ds ds

+ t

[ ∫

y∈Y
Trs
[
i(en)

(−1
2

)
ds ∗−1

s
∂∗s
∂s e

−tD2
1,a(y, y)

]
dvY (y)

]

ds ds

= tTrs

[
∗−1

s
∂∗s
∂s e

−tD2
a

]
− t2Trs

[[
Ba, ∗−1

s
∂∗s
∂s

]
Bae

−tD2
a

]

+ t2
∫

y∈Y
Trs

[
i(en) ∗−1

s
∂∗s
∂s Bae

−tD2
a(y, y)

]
dvY (y) .

(5.14)

Observe that Bae
−tD2

a is a smooth operator, by (5.6),

Trs

[
∗−1

s
∂∗s
∂s B

2
ae

−tD2
a

]
= Trs

[
∗−1

s
∂∗s
∂s Bae

−(t−t1)D2
aBae

−t1D2
a

]

= −Trs

[
Bae

−t1D2
a ∗−1

s
∂∗s
∂s Bae

−(t−t1)D2
a

]

= −Trs

[

e−t1D2
aB ∗−1

s

∂∗s

∂s
Bae

−(t−t1)D2
a

]

+ Trs

[ ∫

y∈Y
e−t1D2

a(·, y)
(
i(en) ∗−1

s
∂∗s
∂s Bae

−t1D2
a

)
(y, ·)dvY (y)

]

= −Trs

[
B ∗−1

s
∂∗s
∂s Bae

−tD2
a

]

+
∫

y∈Y
Trs

[
i(en) ∗−1

s
∂∗s
∂s Bae

−tD2
a(y, y)

]
dvY (y) .

(5.15)

From (5.14), and (5.15), we get

Trs[e−L
(0)
t,a ]dsds = t−2Trs[e−t2L

(0)
1,a ]dsds

= Trs

[
∗−1

s
∂∗s
∂s e

−t2D2
a

]
+ t2Trs

[
∗−1

s
∂∗s
∂s (2B2

a)e−t2D2
a

]

= ∂
∂t

{
tTrs

[
∗−1

s
∂∗s
∂s e

−t2D2
a

]}
.

(5.16)

�

Let ∇TX⊗F,uω(F, hF ) be the covariant derivative of ω(F, hF ), explicitly,

∇TX⊗F,u
ei

ω(F, hF )(ej) = ∇F
ei
ω(F, hF )(ej) + 1

2

(
ω(F, hF )

)2(ei, ej) . (5.17)

We will use the notation of subsections 1.4, 1.5 as in (4.24),
especially, j̃ : Y × R → X × R is the natural embedding and X̃ is the
fibers of the projection πX×R : X × R → R, with boundary Ỹ . Then
j̃∗RT eX ∈ Λ2(T ∗(Y × R)) ⊗ End(TX) is the restriction of RT eX to Y × R,

and the forms ṘT eX and ṘT eX |Ỹ can be defined as in (1.13), (1.15). Let Ã, ˙̃
S

be the tensors on Y ×R defined by (1.8) and (1.15) for the projection πX×R.
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Then by (1.4), and (1.8), with ġTX
s from (4.19),〈

Ã
(

∂
∂s

)
eα, em

〉
=
〈∇T eX

∂/∂seα, em
〉

= 1
2

〈
ġTX
s eα, em

〉
gTX

s
. (5.18)

Thus by (1.15), and (5.18),

˙̃
S = Ṡs − 1

4

m−1∑

α=1

〈
ġTX
s eα, em

〉
gTX

s
ds ∧ êα. (5.19)

Our goal is a convergent Lichnerowicz formula for the operator
L

(0)
t , as t → 0. To achieve this, we adopt [BiLo, (3.57)] to the fibration

πX×R : X × R → R and introduce the connection ∇F on F ,

∇F := ∇F
1 := ∇TX⊗F,u−ds∧ĉ(·)+ 1

4

m∑

j=1

〈
ġTX
s ·, ej

〉
gTX

s
ds∧c(ej) , (5.20)

such that
∇F

t : = ψt∇Fψ−1
t

= ∇TX⊗F,u− 1√
t3
ds ∧ ĉ(·)+ 1

4
√
t

m∑

j=1

〈
ġTX
s ·, ej

〉
gTX

s
ds ∧ c(ej). (5.21)

We denote by ∆F
t the connection Laplacian associated to ∇F

t as in (3.27).
Then we have the following Lichnerowicz type formula,
Proposition 5.3. Let κ be the scalar curvature of (TX, gTX

s ). We have

L
(0)
t = t2∆F

t + t2κ
4 + t2

8

∑

i,j,k,l

〈
ek, R

TX(ei, ej)el
〉
c(ei)c(ej)ĉ(ek)ĉ(el)

+1
8t

3
2

∑

i,j,k

[〈
ei,
(∇TX

ek
ġTX
s )ej

〉
gTX

s
−〈ei,

(∇TX
ej
ġTX
s

)
ek
〉
gTX

s

]
ds∧c(ei)ĉ(ej)ĉ(ek)

+t2
(

1
4

∑

i

(
ω(F, hF )(ei)

)2− 1
8

∑

i,j

(
c(ei)c(ej)−ĉ(ei)ĉ(ej)

)(
ω(F, hF )

)2(ei, ej)

− 1
2

∑

i,j

c(ei)ĉ(ej)
(∇TX⊗F,u

ei
ω(F, hF )

)
(ej)
)

+1
4t

3
2

∑

i,j

〈
ġTX
s ei, ej

〉
gTX

s
ω(F, hF )(ej)ds∧ĉ(ei)−t 1

2

∑

i

ω(F, hF )(ei)ds∧c(ei).

(5.22)

Proof. If ds = ds = 0, (5.22) is exactly (3.28). By using (3.22), (4.20) and
(5.5), we get

1
2

[
B, ∗−1

s
∂∗s
∂s

]
=
∑

i,j

(
1
4

〈
ġTX
s ei, ej

〉
ω(F, hF )(ej)ĉ(ei)

− 1
4

∑

k

〈
ei,
(∇TX

ej
ġTX
s )ek

〉
c(ei)ĉ(ej)ĉ(ek)
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− 1
2

〈
ġTX
s ei, ej

〉
c(ei)∇TX⊗F,u

ej

)
. (5.23)

Thus we obtain the additional contributions from ds and ds. �

Remark 5.4. The above proposition is a variant of [BiLo, Th. 2.11] for
the fibration πX×R : X × R → R. We use a different rescaling for the
variables ds, ds, however, which is crucial here. Also, we get from [BiZ1,
(4.79)–(4.81)] (or by comparing (5.22) and [BiLo, (3.58)]),
〈
ej , R

T eX
(

∂
∂s , ei

)
ek

〉
= 1

2

{〈
ei,
(∇TX

ek
ġTX
s

)
ej
〉−〈ei,

(∇TX
ej
ġTX
s

)
ek
〉}
. (5.24)

5.2 Localization of the problem near the boundary Y . As in
subsection 3.2, we embed the manifold X into a closed manifold X ′ and
extend everything smoothly to X ′; then we denote by e−u2L

(0)
t,a(x, x′) and

e−u2L
(0)
t (x, x′) the kernel of e−u2L

(0)
t,a and e−u2L

(0)
t on X and X ′, with respect

to dvX′(x′), respectively.
Again by [RS, Lem. 5.12] there exist c, C > 0 such that for x, x′ ∈ X,

t ∈ (0, 1],
∣
∣
(
e−t2L

(0)
1 − e−t2L

(0)
1,a
)
(x, x′)

∣
∣ ≤ C

tm e
− c

t2
(d2(x,Y )+d2(x′,Y )+d2(x,x′)). (5.25)

Note that L
(0)
t = ψtt

2L
(0)
1 ψ−1

t , thus by replacing ds by 1√
t
ds, ds by 1√

t3
ds

in e−t2L
(0)
1,a(x, x′), we obtain e−L

(0)
t,a(x, x′). Thus

∣
∣(e−L

(0)
t − e−L

(0)
t,a)(x, x′)

∣
∣ ≤ C

tm+2
e−

c
t2

(d2(x,Y )+d2(x′,Y )+d2(x,x′)). (5.26)

By (3.23), (5.20), and (5.24), the curvature of ∇F is given by

(∇F )2(ei, ej) = 1
4

∑

k,l

〈
el, R

TX(ei, ej)ek
〉
(c(ek)c(el) − ĉ(ek)ĉ(el))

− 1
4ω

2(F, hF )(ei, ej) − 1
2

∑

k

〈
ei, R

T eX
(

∂
∂s , ek

)
ej

〉

gTX
s

ds ∧ c(ek) . (5.27)

From (3.22) and (5.20), for smooth sections U, V of TX over X, we have
∇F

U c(V ) = c
(∇TX

U V
)− 1

2ds ∧
〈
ġTX
s U, V

〉
gTX

s
,

∇F
U ĉ(V ) = ĉ

(∇TX
U V

)− 2ds ∧ 〈U, V 〉gTX
s

.
(5.28)

Now fix x0 ∈ X ′ and a normal coordinate system in X ′ centered at x0,
let {ẽi(Z)} for Z ∈ Tx0X

′ be the orthogonal basis of TZX
′ obtained by

parallel transport of the orthogonal basis {ei} of Tx0X
′ with respect to

∇TX′
along the geodesic u → uZ. We identify FZ with Fx0 by parallel

transport with respect to ∇F along the curve u → uZ, then under this
identification, by (5.28),
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c
(
ẽi(Z)

)
= c(ei) − 1

2

(〈
ġTX
s Z, ei

〉
gTX

s
+ O(|Z|2))ds∧ ,

ĉ
(
ẽi(Z)

)
= ĉ(ei) −

(
2zi + O(|Z|2))ds .

(5.29)

We now introduce a rescaling ψ̃t in sending z �→ tz, ∇ej �→ t−1∇ej , c(ej) �→
ct2(ej), ĉ(ej) �→ ĉt2(êj), ds �→ t−1/2ds, ds �→ t−3/2ds. By using (5.22),
(5.27), and (5.29), we find that as t → 0, the rescaled operator Lt :=
ψ̃tt

2L
(0)
1 ψ̃−1

t converges to

L0 = ∆TxX + 1
4

∑

i,j

〈
ei, R

T eX
x0

ej
〉(
êi−2zids

)∧(êj −2zjds
)−ds∧ω(F, hF )x0 ,

(5.30)
in the sense that Ltσ → L0σ for any smooth section σ with compact sup-
port.

Let e−L0(x, x′)(x, x′ ∈ Tx0X
′) be the smooth kernel of e−L0 calculated

with respect to dvTx0X′(x′). By (5.30) and the Volterra series expansion
(cf. [BGV, Append., Ch. 9]) of e−L0 , we find

e−L0(0, 0) = (4π)−m/2 exp
(
−1

2Ṙ
T eX
x0

+ ds ∧ ω(F, hF )x0

)
. (5.31)

Thus by (5.30), (5.31), and a standard argument in local index theory
[BiLo, §3], [BiZ1, §4] we see that uniformly on x ∈ X ′,

lim
t→0

Trs
[
e−L

(0)
t (x, x)

]ds ds
dvX(x) = 2m(−1)m(m+1)/2(4π)−m/2

TrF

[ [
exp
(
−1

2Ṙ
T eX + ds ∧ ω(F, hF )

)]Max ]ds ds
dvX(x)

=
∫ BX {

exp
(
−1

2Ṙ
T eX
)
θ(F, hF )

}ds
. (5.32)

Here we denote by [ ]Max the coefficient of e1∧ · · ·∧ em∧ ê1 · · ·∧ êm. Hence
by (5.32),
∫

X
Trs

[
e−L

(0)
t (x, x)

]ds ds
dvX(x) =

∫

X

[
e
(
TX̃,∇T eX)

]ds
θ(F, hF ) + O(t1/2) .

(5.33)
By (5.26), (5.33), thus it remains to determine, when t→ 0, the asymp-

totics of

It(y) =
∫ t1/4

0
Trs

[[(
e−L

(0)
t,a − e−L

(0)
t
)
((y, xm), (y, xm))

]ds ds]
κ(y, xm)dvN (xm) .

(5.34)
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Comparing with (4.27), we see that the constant terms in the asymptotics of
It(y) and It(y), when t→ 0, differ by the last term in (4.24). But It(y) has
a singular term (cf. (4.29)) when t → 0, thus we cannot compute directly
its constant term. Here we will prove in fact that limt→0 It(y) exists.

5.3 Rescaling. We use the notation introduced in subsection 3.5.
To calculate limt→0 It(y), we will first localize the problem on Y .

Then in view of (3.31), we transfer the problem for operators acting on
C∞(Rm

+ ,F) = C∞(Rm
+ ,Λ(C(ds, ds)) ⊗̂Λ(T ∗X) ⊗ F ) to a problem for op-

erators acting on

C∞(
R

m
+ ,Λ(C(ds, ds)) ⊗̂ (Λ(T ∗Y ) ⊗̂ Λ̂(T ∗Y ) ⊗̂Λ(N∗) ⊗ F )y0

)
,

by an appropriate rescaling.
Let P

1TX , P
2TX be the orthogonal projections from TX = 1TX⊕ 2TX

onto 1TX, 2TX as in subsection 1.2. Let {eα}m−1
α=1 be an orthonormal basis

of 1TX.
Let sp∇F ,A be the connection on F on Y × [0, ε) ⊂ X,

sp∇F ,A = sp∇TX⊗F − ds ∧ ĉ(·) +
1
4

m−1∑

β=1

〈
ġTX
s ·, eβ

〉
ds ∧ c(eβ)

+AΛ(T ∗Y ) − 1
4

m−1∑

β=1

〈
ġTX
s P

2TX ·, eβ
〉
ds ∧ ĉ(eβ) . (5.35)

As sp∇TX is a metric connection, from (3.22) and (5.35), as in (3.61),
if U, V are smooth sections of TX over Y × [0, ε), then

[
sp∇F ,A

U , c(V )
]

= c
(
sp∇TX

U V
)−

m−1∑

β=1

〈
P

2TXU,A
(
P

1TXV
)
eβ
〉
ĉ(eβ)

− 1
2

〈
ġTX
s U,P

1TXV
〉
gTX

s
ds ,

[
sp∇F ,A

U , ĉ(V )
]

= ĉ
(
sp∇TX

U V
)−

m−1∑

β=1

〈
P

2TXU,A(eβ)P
1TXV

〉
c(eβ)

− 2ds ∧ 〈U, V 〉gTX
s

− 1
2

〈
ġTX
s P

2TXU,P
1TXV

〉
ds .

(5.36)

Let TX be the torsion of sp∇TX along the fiber X. Then by (3.23) and
(5.24), the curvature spRF ,A of sp∇F ,A on Y × [0, ε) is given by
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spRF ,A(ei, eα) = 1
4

∑

k,l

〈
el,

spRTX(ei, eα)ek
〉(
c(ek)c(el) − ĉ(ek)ĉ(el)

)

+ 1
4

∑

β

〈
eβ,
(
sp∇TX

ei
ġTX
s

)
eα − (sp∇TX

eα
ġTX
s

)
ei + ġTX

s TX(ei, eα)
〉
ds ∧ c(eβ)

− ds ∧ ĉ(TX(ei, eα)
)

+ 1
2

m−1∑

β,γ=1

〈(
sp∇TX

eα
ATY

)(
P

2TXei
)
eβ, eγ

〉
c(eβ)ĉ(eγ)

+ 1
2

m−1∑

β=1

〈(
sp∇TX

eα
ATY

)(
P

2TXei
)
eβ, eβ

〉
+

m−1∑

β=1

〈
A(eβ)eα, P

2TXei
〉
ds∧ c(eβ)

− 1
4

m−1∑

β,γ=1

〈
ġTX
s eα, eγ

〉〈
A(eγ)eβ , P

2TXei
〉
ds ∧ ĉ(eβ)

+ 1
4

m−1∑

β=1

〈(
sp∇TX

eα
ġTX
s

)
P

2TXei, eβ
〉
ds∧ ĉ(eβ)+ 1

2

〈
ġTX
s P

2TXei, eα
〉
ds∧ds .

(5.37)
By Proposition 3.7, (4.20), and (5.35), the boundary condition (5.4) is

equivalent to {
i(em)σ|Y = 0 ,
w(em)ψt

sp∇F ,A
em

ψ−1
t σ|Y = 0 .

(5.38)

Choose y0 ∈ Y = ∂X. We replace X by a half-space in Ty0X, and
trivialize TX exactly as in subsection 3.5. Let {eα}m−1

α=1 be an orthonormal
basis of Ty0Y , and let {ẽα(Z)}m−1

α=1 (resp. em) be the orthonormal basis of
1TXZ ,

2TXZ defined in subsection 3.5.
For Z = (Z ′, Zm) ∈ Ty0X, we identify FZ to Fy0 by parallel transport

with respect to the connection ψt
sp∇F ,Aψ−1

t (cf. (5.2)) along the curve γZ :
[0, 1] � u �→ uZ ′, [1, 2] � u �→ Z ′ + (u − 1)Zm. The above trivialization
induces an invertible linear map

Φ : C∞(BY
ε (y0) × [−ε, ε],F)→ C∞(BTyY

ε (0) × [−ε, ε],Fy0

)
.

For any operator C on C∞(BY
ε (y0) × [−ε, ε],F), we write CΦ := ΦCΦ−1.

With the function ϕ defined in (3.39), we put

L
(1)
t := ϕ2(|Z|)(L(0)

t )Φ +
(
1 − ϕ2(|Z|))(t2∆Ty0X

)
. (5.39)

which we regard as an operator on R
m. For t > 0, σ ∈ C∞(Rm,Fy0), set

(Gtσ)(z) := σ(z/t) , L
(2)
t := G−1

t L
(1)
t Gt . (5.40)

Then L
(2)
t is a differential operator on R

m with coefficients in End(F)y0 .
Next we enlarge the coefficient space as common in local index theory, and
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replace Fy0 by

Ky0 := Λ
(
C(ds, ds)

) ⊗̂ (Λ(T ∗Y ) ⊗̂ Λ̂(T ∗Y ) ⊗̂Λ(N∗) ⊗ F
)
y0
. (5.41)

Then L
(2)
t induces a differential operator L

(3)
t with coefficients in End(Ky0)

by replacing the Clifford variables c(eα) and ĉ(eα) by ct2(eα) and ĉt2(êα)
(1 ≤ α ≤ m − 1) (cf. (3.21) and (3.30)). We denote by L

(1)
t,a the operator

L
(1)
t with the boundary condition
{{

ϕ2(|z|)(i(em(z)))Φ + (1 − ϕ2(|z|))i(em)
}
σ|zm=0 = 0 ,

{
ϕ2(|z|)(w(em(z))ψt

sp∇F ,A
em

ψ−1
t )Φ + (1 − ϕ2(|z|))w(em)∇em

}
σ|zm=0 = 0 .

(5.42)
From (5.36), we derive the identities for z ∈ R

m, z′ ∈ R
m−1

(
c(em)

)
Φ
(z) = c(em) , (ψt

sp∇F ,A
em

ψ−1
t )Φ,z = ∇em ,

(
ĉ(em)

)
Φ
(z′) = ĉ(em) .

(5.43)

By (5.43), the boundary condition (5.42) is equivalent to
{
i(em)σ|zm=0 = 0 ,
∇emw(em)σ|zm=0 = 0 ,

(5.44)

which is invariant under rescaling. We denote by L
(i)
t,a the operator L

(i)
t

with the boundary condition (5.44).
If C is any differential operator, we denote by C(3)

t the operator obtained
from C by rescaling the coordinate z and the Clifford variable as above.

Recall that A is defined in (1.8), for z ∈ R
m, set

Aαβ =
〈
As,y0(eα)eβ , em

〉
gTX

s
,

Aα =
m−1∑

β=1

Aαβe
β + 1

2

〈
ġTX
s,y0

em, eα
〉
ds,

Θ(z) =
∑

1≤α≤m−1
1≤i≤m

〈
eα,
(
j̃∗RT eX

)
y0
ei
〉
ziêα − j̃∗ω(F, hF )y0 .

(5.45)

Theorem 5.5. When t→ 0, L
(3)
t converges to

L
(3)
0 = −

(
∂

∂zm
− ˙̃
Ss(y0) + ds∧

m−1∑

α=1

zαAα

)2

−
m−1∑

α=1

(
∂

∂zα
+ ds ∧ zmAα

)2

+ 1
2

(
ṘT eX |Ỹ )

y0
+ ds ∧ Θ(z) . (5.46)
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Proof. By (5.36) and the definition of ẽα, as in (3.62), we have for Z ∈ Ty0X,

(
c(ẽα)

)
Φ
(z) =

(
1 + O(|z|2))c(eα) −

m−1∑

β=1

(
Aαβzm + O(|z|2))ĉ(eβ)

− 1
2 t

−1/2
(〈
ġTX
s,y0

Z, eα
〉

+ O(|z|2))ds + t−3/2O(|z|2)ds ,
(
ĉ(ẽα)

)
Φ
(z) =

(
1+O(|z|2))ĉ(eα)−

m−1∑

β=1

(
Aαβzm+O(|z|2))c(eβ)

− 2t−3/2
(
zα+O(|z|2))ds−1

2t
−1/2

(
zm
〈
ġTX
s,y0

em, eα
〉
+O(|z|2))ds ,

(ĉ(ẽm))Φ(z) = ĉ(em) − 2t−3/2
(
zm + O(|z|2))ds .

(5.47)

From (5.47), we get for z ∈ R
m,

{
t1/2(c(ẽα))Φ

}(3)

t
(z) = w(eα) + O(t+ t|z|2) ,

{
t1/2(ĉ(ẽα))Φ

}(3)

t
(z) = w(êα) − 2zαds+ O(t+ t|z|2) ,

{
t1/2(ĉ(em))Φ

}(3)

t
(z) = t1/2ĉ(em) − 2zmds+ O(t|z|2) .

(5.48)

Let ΓF , spΓF ,A be the connection forms of ∇F , sp∇F ,A on Ty0X with
respect to the trivialization by parallel transport with respect to sp∇F ,A

(instead of ψt
sp∇F ,Aψ−1

t ) along the curve γZ . From (1.8), (3.23), (3.54),
(5.20) and (5.35), we deduce that for Z ∈ Ty0X,

ΓF
Z = spΓF ,A

Z + 1
2

m−1∑

β=1

〈
A(·)em, ẽβ

〉(
c(em)c(ẽβ)− ĉ(em)ĉ(ẽβ)

)−AΛ(T ∗Y )(·)

+ 1
4

〈
ġTX
s ·, em

〉
ds ∧ c(em)+1

4

m−1∑

β=1

〈
ġTX
s P

2TX ·, ẽβ
〉
ds ∧ ĉ(ẽβ) + ΓF,u. (5.49)

By (3.33), (5.43), and (5.48), we obtain for Z ∈ Ty0X as in subsection 3.5,
t
2

{〈A(ẽα)em, ẽβ〉(c(em)c(ẽβ) − ĉ(em)ĉ(ẽβ))
}(3)

t

= −zmAαβds ∧ êβ + O(
√
t+ t|z|3) ,

t
{
AΛ(T ∗Y )(em)

}(3)

t

= −
m−1∑

α,β=1

1
2Aαβe

α ∧ (êβ − 2zβds
)

+ tO(|z|3)+ tO(1) ,

t
{

1
4
√

t

〈
ġTX
s em, ẽβ

〉
ds ∧ ĉ(ẽβ)

}(3)

t

= 1
4

〈
ġTX
s em, eβ

〉
ds ∧ (êβ − 2zβds

)
+ O(t+ t|z|2) .

(5.50)
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In analogy with (3.56)–(3.59),
spΓF ,A

Z (U) = 1
2

spRF ,A
y0

(Z,U) + O(|Z|2)U if Z,U ∈ Ty0Y ;

= 0 if Z ∈ Ty0X , U ∈ Ny0 ;

= spRF ,A
y0

(Z,U) + O(|Z|2)U if Z ∈ Ny0 , U ∈ Ty0Y .

(5.51)

Observe that at y0, ∇TX
eem
ẽα = sp∇TX

eem
ẽα = sp∇TX

eeα
ẽm = 0, thus

TX
y0

(eα, eβ) = ∇TY
eeα
ẽβ −∇TY

eeβ
ẽα − [ẽα, ẽβ ] = 0 ,

TX
y0

(em, eα) = −[ẽm, ẽα] = ∇TX
eeα
ẽm = Ay0(eα)em .

(5.52)

Now from (5.37), (5.48), and (5.52), for Z ∈ Ty0X,

t
{
ψt

spRF ,A
y0

ψ−1
t

}(3)

t
(tZ, eα) = −ds

m−1∑

β=1

〈
TX

y0
(zmem, eα), eβ

〉
êβ

+ zm

m−1∑

β=1

Aαβds ∧ eβ + 1
2zm
〈
ġTX
s,y0

em, eα
〉
ds ∧ ds+ O(t+ t|z|2) (5.53)

= zm

m−1∑

β=1

Aαβds ∧
(
êβ+eβ

)
+1

2zm
〈
ġTX
s,y0

em, eα
〉
ds ∧ ds+O(t+t|z|2) .

By (1.9), (5.19), (5.22), and (5.48)–(5.53), we get when t→ 0,

L
(3)
t (z) → −

(
∂

∂zm
− ˙̃
Ss(y0)+ds∧

m−1∑

α=1

zαAα

)2

−
m−1∑

α=1

(
∂

∂zα
+ ds ∧ zmAα

)2

+ 1
4

m−1∑

α,β=1

〈
eα,
(
j̃∗R

T eX)
y0
eβ
〉(
êα − 2zαds

) ∧ (êβ − 2zβds
)

+ 1
2

m−1∑

γ=1

〈
eγ ,
(
j̃∗R

T eX)
y0
em
〉
êγ ∧ (−2zmds)

− ds ∧ j̃∗ω(F, hF )y0 = L
(3)
0 (z) . (5.54)

The proof of (5.46) is complete. �

Let e−L
(3)
t (z,w)(z,w ∈ R

m) and e−L
(3)
t,a(z,w) (z,w ∈ R

m
+ ) be the smooth

kernels of e−L
(3)
t and e−L

(3)
t,a , respectively, calculated with respect to

dvTy0X(w). These kernels have the same structure as their counterparts

in subsection 3.6, and the technique used there also applies to L
(3)
t . Thus

we get the following technical result:
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Theorem 5.6. There exist r ∈ N, C0 > 0 such that for any l ∈ N, there
exists C > 0 such that for t ∈ (0, 1], z,w > R

m
+ ,

∣
∣zl

m

(
e−L

(3)
t,a − e−L

(3)
t
)
(z,w)

∣
∣ ≤ C

(
1 + |z| + |w|)re−C0|z−w|2. (5.55)

Furthermore, for z,w ∈ R
m
+ ,

lim
t→0

e−L
(3)
t,a(z,w) = e−L

(3)
0,a(z,w) , lim

t→0
e−L

(3)
t (z,w) = e−L

(3)
0 (z,w) . (5.56)

5.4 Limit of the boundary contribution It(y) in (5.34) when
t → 0. Recall the fundamental solutions Fα, FDir, K are defined in
(3.121), (3.122), and (3.127).
Theorem 5.7.
lim
t→0

It(y0)dvY (y0) =
[
eb
(
Y × R,∇T eX

)]ds
j̃∗θ(F, hF ) + rk(F )

[
µ
(∇T eX

)]ds
.

(5.57)

Proof. By the equations analogous to (3.48)–(3.50), (3.131), (5.34) and
Theorem 5.6, we get

lim
t→0

It(y0) = 2m−1(−1)
m(m−1)

2

∫ ∞

0
Trs
[[(
e−L

(3)
0,a − e−L

(3)
0 )((0, zm), (0, zm))

]max]ds ds
dzm . (5.58)

By (5.46), [e−L
(3)
0 (z, z)]max acts on Λ(N∗) as c IdΛ(N∗), thus

Trs[e−L
(3)
0 (z, z)]max = 0. Now we need to calculate the kernel of the heat

operator e−L
(3)
0,a . Let F,H be the sections of

(Λ(C(ds)) ⊗̂Λ(T ∗Y ) ⊗̂ Λ̂(T ∗Y ) ⊗̂End(Λ(N∗)) ⊗ End(F ))y0

on R
m
+ × R

m
+ such that

e−tL
(3)
0,a(z,w) = exp

(
(zm −wm) ˙̃

Ss(y0)− ds∧
∑

α

(zmzα −wmwα)Aα

)

× exp
(
− t

2

(
ṘT eX

∣
∣Ỹ
)
y0

) [
F + ds ∧H] . (5.59)

Then from (5.44), (5.46), F + ds ∧ H is the fundamental solution of the
following equation:





i(em)σ|zm=0 = 0 ,

w(em)
[
∇em + ˙̃

Ss(y0) − ds ∧∑m−1
α=1 zαAα

]
σ|zm=0 = 0 ,

(
∂
∂t + ∆Ty0X + ds ∧ Θ(z)

)
σ = 0 .

(5.60)

By (5.60), F is the fundamental solution of the equation (3.129), thus
F = Q defined by (3.132) and (3.135). As in (3.132), set

H = H1w(em) +H2i(em) +H3w(em)i(em) +H4i(em)w(em) , (5.61)
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where H i ∈ (Λ(C(ds)) ⊗̂Λ(T ∗Y ) ⊗̂ Λ̂(T ∗Y ) ⊗ End(F ))y0 (1 ≤ i ≤ 4). By
(5.60) and (5.61) and the uniqueness of the solution, we get H1 = H2 = 0.
Turning to the coefficient of ds in (5.60), for ψ any smooth section of
(Λ(C(ds)) ⊗̂Λ(T ∗Y ) ⊗̂ Λ̂(T ∗Y ) ⊗ F )y0 with compact support on R

m
+ , for

i = 3, 4, we find from (5.60), (5.61),





H iψ|t=0 = 0 ,

H3ψ|zm=0 = 0 ,
[∇em+ ˙̃

Ss(y0)
]
H4ψ−

∑m−1
α=1 AαzαQ4ψ|zm=0=0 ,

(
∂
∂t + ∆Ty0X

)
H iψ + Θ(z)Qiψ = 0 .

(5.62)

Thus by (1.17), and (5.58), we get

lim
t→0

It(y0) = 2m−1(−1)
m(m−1)

2

∫ ∞

0
dzm

[[
exp
(
− 1

2 (ṘT eX |Ỹ )y0

)

× TrF [(H4 −H3)(1, (0, zm), (0, zm))]
]max]ds

. (5.63)

By solving the inhomogeneous problem (5.62) for i = 3, we get

H3(t, z, w) = −
∫ t

0
dτ

∫

Rm
+

Q3(t− τ, z, x)Θ(x)Q3(τ, x,w)dx . (5.64)

From Proposition 3.21,

lim
x↘0

∫ t

0

∂
∂xF ėS

(t−τ, x, 0)ϕ(τ)dτ = −ϕ(t)− ˙̃
S

∫ t

0
F

ėS
(t−τ, 0, 0)ϕ(τ)dτ . (5.65)

Similarly, by solving the inhomogeneous problem (5.62) for i = 4, using
(5.65), we get

H4(t, z, w) = −
∫ t

0
dτ

∫

Rm
+

Q4(t− τ, z, x)Θ(x)Q4(τ, x,w)dx

−
∫ t

0
dτ

∫

Rm−1

Q4

(
t− τ, z, (x′, 0)

)m−1∑

α=1

Aαxα ∧Q4(τ, (x′, 0), w)dx′. (5.66)

By (3.127), (3.135), (5.64) and (5.66),

H3

(
t, (0, zm), (0, zm)

)

= −K(t, 0, 0)
∫ t

0
dτ

∫ ∞

0
FDir(t−τ, zm, xm)Θ(0, xm)FDir(τ, xm, zm)dxm ,

H4(t, (0, zm), (0, zm))

= −K(t, 0, 0)
∫ t

0
dτ

∫ ∞

0
F

ėSs
(t−τ, zm, xm)Θ(0, xm)F

ėSs
(τ, xm, zm)dxm .

(5.67)
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By the semi-group property of heat operators, we have for F = FDir

or F
ėS
, ∫ ∞

0
F(t− τ, y, x)F(τ, x, y′)dx = F(t, y, y′) . (5.68)

As FDir, F ėS
act on Fy0 as multiplication of the identity, by (3.125),

(3.126), (5.45), (5.67), and (5.68), we get∫ ∞

0
(H4 −H3)

(
t, (0, zm), (0, zm)

)
dzm

= −K(t, 0, 0)
∫ ∞

0
dxm

∫ t

0
dτΘ(0, xm)(F

ėSs
− FDir)(t, xm, xm)

= (4πt)−
m−1

2

{

j̃∗ω(F, hF )y0

∞∑

k=0

˙̃
S

k

s t
(k+2)/2

2Γ(k
2 + 1)

−
m−1∑

α=1

〈
eα,
(
j̃∗RT eX

)
y0
em
〉
êα ∧

∞∑

k=1

˙̃
S

k−1

s t(k+2)/2

4Γ(k
2 + 1)

}

.

(5.69)

By (1.14) and (1.17),

−
∫ BY

exp
(

−1
2
ṘT eX |Ỹ

)m−1∑

α=1

〈
eα, j̃

∗RT eXem
〉
êα ∧

∞∑

k=1

˙̃
S

k−1

s

4Γ
(

k
2 + 1

)

=
√
π

∫ BX

exp
(

−1
2
j̃∗Ṙ

T eX
) ∞∑

k=1

˙̃
S

k−1

s

2Γ
(

k
2 + 1

) = µ
(∇T eX

)
. (5.70)

Thus from (1.17), (5.63), (5.69), and (5.70) we get (5.57). �

5.5 Proof of Theorem 0.1. We now summarize our work and show
how the various arguments given above combine to furnish the proof of
Theorem 0.1. Recall that we are given a manifold X with boundary Y , a
flat vector bundle F over X, and smooth families of metrics (gTX

s , hF
s )s∈[0,1]

on TX and F , respectively, which satisfy no additional assumptions.
Our starting point is the variational formula given in Theorem 4.5 which

links the variation of the induced Ray–Singer metrics to a “weighted” heat
trace expansion. For convenience of notation we will now write l.i.m.t→0 to
denote the constant term in an asymptotic expansion with respect to the
parameter t. Then Theorem 4.5 reads

∂
∂s log

(
(‖ ‖RS

det H•(X,F ),s)
2
)

= l.i.m.t→0Trs

[(
∗−1

s
∂∗s
∂s + (hF

s )−1 ∂hF
s

∂s

)
e−tD2

s,a

]

=: Mg
0,s +Mh

0,s (5.71)

=: M0,s .
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We compute the second contribution first; in fact, using the notation
introduced in (0.2), (0.3), we find from (4.22b)

Mh
0,s = (−1)m

∫

(X,Y )
Tr
[
(hF

s )−1 ∂
∂sh

F
s

]
E
(
TX,∇TX

s

)
. (5.72)

To deal with the first term, we relate the “weighted” heat trace ex-
pansion to a “true” heat trace, namely for the operator L(0)

t introduced
in (5.3b); this involves the introduction of a new Grassmann variable ds̄.
Using the notation introduced at the beginning of section 5, and denoting
by L(0)

t,a the operator L(0)
t with the appropriate boundary condition, we find

in (5.9) that
Mg

0,s = l.i.m.t→0 Trs

[
e−L(0)

t,a
]ds̄ ds

. (5.73)

Next we may replace L(0)
t,a by L(0)

t in the part of X with boundary
distance ≥ t1/4, in view of the fundamental estimate (5.26) (expressing
the fact that the associated wave equation has finite propagation speed).
Then, by standard techniques in local index theory, we calculate in (5.33)
the “inner” contribution, Mg,i

0,s, to Mg
0,s as

Mg,i
0,s =

∫

X

[
e
(
TX̃,∇T eX

)]ds ∧ θ(F, hF
s ) , (5.74)

where ∇T eX is the connection on TX̃ canonically associated to the family
(gTX

s ). Finally, we use a somewhat strange rescaling and solve the resulting
model boundary value problem to get the boundary contribution, Mg,b

0,s ,
which is calculated in Theorem 5.7 (which uses the notation (5.34)) as

Mg,b
0,s =

∫

Y

{
[eb(Y × R,∇T eX)]ds ∧ j∗θ(F, hF

s ) + rk(F )[µ(∇T eX)]ds
}
. (5.75)

Writing now
Ê
(
TX̃,∇T eX

)
:=
(
e
(
TX̃,∇T eX

)
,−eb

(
Y × R,∇T eX

))
,

these identities combine to

M0,s = (−1)m
∫

(X,Y )
Tr
[
(hF

s )−1 ∂
∂sh

F
s

]
E
(
TX,∇TX

s

)

+
∫

(X,Y )

[
Ê
(
TX̃,∇T eX

)]ds ∧ θ(F, hF
s ) + rk(F )

∫

Y

[
µ
(∇T eX

)]ds
. (5.76)

It remains to evaluate the s-integral of M0,s over [0,1]. To do so, we first
assume that the path in the space of metrics connecting (gTX

0 , hF
0 ) and

(gTX
1 , hF

1 ) is chosen in such a way that gTX
s = gTX

0 in a neighborhood of
[0,1/2], and hF

s = hF
1 in a neighborhood of [1/2, 1]. Then we can carry out

the integration, observing that
[
Ê
(
TX̃,∇T eX

)]ds = 0 , s ∈ [0, 1/2] .
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Employing the notation introduced in Definition 1.8 and using (1.49), we
arrive at the proof of Theorem 0.1.

Now we may indeed choose any path connecting (gTX
0 , hF

0 ) and (gTX
1 , hF

1 )
in the space of metrics if we can show that the right-hand side in Theorem 0.1
does not depend on this choice. This is obvious for the third term, by (1.49).
For the sum of the first and the second term we argue as follows.

Denote by MF ,M the spaces of (Hermitian resp. Euclidean) metrics on
F , TX. Then we have a fibration π̃ : W = X×M×MF → M×MF . Let
p : W → X be the obvious projection, and put THW := π̃∗TM⊕ π̃∗TMF .
Then F̃ = p∗F is a flat vector bundle on W with the tautological metric h eF .
Using (4.5), we find

θ(F̃ , h eF ) = p∗θ(F, hF ) + Tr
[
(hF )−1dMF hF

]
. (5.77)

Thus we may rewrite the first two terms in (5.76), using (1.51), and (5.77),
in the form

(−1)m
∫

(X,Y )
Tr
[
(hF

s )−1 ∂
∂sh

F
s

]
E
(
TX,∇TX

s

)

+
∫

(X,Y )

[
Ê
(
TX̃,∇T eX

)]ds ∧ θ(F, hF
s )

=
[ ∫

(X,Y )
E
(
TX̃,∇T eX

)
θ(F̃ , h eF )

]ds

. (5.78)

In view of Remark 1.10, the right-hand side of (5.78) is the fiber integral of
a closed m+1-form on (X̃, Ỹ ) ×M×MF over the fiber (X̃, Ỹ ) such that
the path integral of the resulting one-form on M× MF depends only on
the endpoints. This completes the proof of Theorem 0.1. �

5.6 Proof of Theorem 4.2. We choose the family of metrics such that
gTX
s = sgTX , hF

s = hF near 1. Recall that pX : X × R → X is the natural
projection. Then by (1.12), (1.44) and (4.20), for y ∈ Y , near s = 1,

RT eX = p∗XR
TX ,

˙̃
S(y, s) = sṠ(y) ,

∗−1
s

∂∗s
∂s |s=1 = −1

2

m∑

i=1

c(ei)ĉ(ei) = −N + m
2 .

(5.79)

By (3.9), (4.6), (4.22a), and (5.79), we know

Trs
[
Ne−t2D2

a
]

= −Trs

[
∗−1

s
∂∗s
∂s

∣
∣
s=1

e−t2D2
a

]
+ m

2 Trs
[
e−t2D2

a
]

= −1
tM−1,1 −M0,1 + m

2 χ(X,F ) + O(t) .
(5.80)

By (4.22a), −M−1,1 is given by a−1 in (4.2). By (1.17), (5.76) and (5.79),
we get M0,1 = 0. We complete the proof of Theorem 4.2. �



Vol. 16, 2006 ANOMALY FORMULA FOR RAY–SINGER METRICS 835

References

[ABP] M.F. Atiyah, R. Bott, V.K. Patodi, On the heat equation and the
index theorem, Invent. Math. 19 (1973), 279–330.

[APS] M.F. Atiyah, V.K. Patodi, I.M. Singer, Spectral asymmetry and Rie-
mannian geometry. I, Math. Proc. Cambridge Philos. Soc. 77 (1975), 43–69.

[BGV] N. Berline, E. Getzler, M. Vergne, Heat Kernels and Dirac Opera-
tors, Springer Grundl. Math. Wiss. 298 (1992).

[Bi1] J.-M. Bismut, The index theorem for families of Dirac operators: two
heat equation proofs, Invent. Math. 83 (1986), 91–151.

[Bi2] J.-M. Bismut, Equivariant immersions and Quillen metrics, J. Diff. Geom.
41 (1995), 53–159.

[Bi3] J.-M. Bismut, Families of Immersions, and Higher Analytic Torsion,
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