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study of automorphic line bundles. In particular, we generalize the classical Faltings height with respect
to logarithmically singular hermitian line bundles to higher dimensional cycles. As an application we
compute the Faltings height of Hecke correspondences on a product of modular curves.
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0. Introduction

Background

Arakelov geometry was initiated by Arakelov in his paper [1], where he shows that one can
compactify a curve defined over the (spectrum of the) ring of integers of a number field by
considering Green functions on the associated complex curve. Subsequently, Arakelov’s
ideas have been successfully refined by Deligne [25] and Faltings [29], and generalized to
higher dimensional arithmetic varieties by Gillet and Soulé who introduced arithmetic
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Chow groups for higher codimensional arithmetic cycles in [36]. An important application
of this formalism was Vojta’s proof of Faltings’s theorem, formerly known as Mordell’s
conjecture (see [74]).

The use of analytical objects such as Green functions allows various modifications and
extensions of the formalism of arithmetic Chow groups, which is adapted to different
situations. Among others, we mention Zhang’s work [75] on admissible metrized line
bundles and Maillot’s work [60] taking into account hermitian line bundles whose metrics
are no longer smooth but still continuous; Bost’s work [9] on L2

1-Green functions and
Moriwaki’s work [63] on degenerate Green currents; Kühn’s work [58] treating hermitian
line bundles on arithmetic surfaces having logarithmically singular metrics, e.g. the line
bundle of modular forms equipped with the Petersson metric on a modular curve, and
Burgos’s work [14,17] on arithmetic Chow groups and Deligne–Beilinson cohomology.

Motivation

The main motivation of these notes is to extend Kühn’s generalized arithmetic inter-
section pairing on arithmetic surfaces to higher dimensional arithmetic varieties. While
Kühn’s intersection pairing, which was motivated by preliminary results of Kramer
(see [53]), is given in terms of an explicit formula for the arithmetic intersection number
of two divisors (in the spirit of Arakelov), the development of a corresponding higher
dimensional theory needs to be approached in a more abstract way. Moreover, we will
extend this theory, not only to line bundles with singular metrics, but also to higher
rank vector bundles such as the Hodge bundle that appear when considering fibrations
of semi-abelian varieties. The study of higher rank vector bundles will be the subject of
the forthcoming paper [19].

Arithmetic intersection theory

An arithmetic ring (A, Σ, F∞) is a triple consisting of an excellent regular noetherian
integral domain A, a finite non-empty set Σ of monomorphisms σ : A → C, and an
antilinear involution F∞ : CΣ → CΣ of C-algebras. For simplicity, we will forget about
the antilinear involution F∞ in this introduction. Then, an arithmetic variety is a flat,
regular scheme X over S = Spec(A) together with a complex analytic space X∞ obtained
from X by means of Σ; S will be called the base scheme. Intuitively, the elements of Σ are
the points at infinity of S providing a ‘compactification’ of S, and the analytic space X∞ is
the fibre at these points at infinity or archimedean fibre of X. An arithmetic intersection
theory will involve three main ingredients: first, a geometric intersection theory over
the scheme X, the geometric part ; second, a ‘refined’ intersection theory over X∞, the
analytic part ; and finally an interface relating the geometric and the analytic part. The
main theme of this paper is to study the second and third of these ingredients, and we
will rely on existing geometric intersection theories.

Geometric intersection theory

It might be useful to review, at this point, the geometric intersection theories we have
at our disposal.
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The first of these theories is based on the moving lemma to reduce the intersection
product of two algebraic cycles to the case of proper intersection. In order to be able
to apply the moving lemma we need the scheme X under consideration to be quasi-
projective and the arithmetic ring A to be a field. Since we are interested in more general
arithmetic rings, we cannot use this method.

The second approach is the deformation to the normal cone technique due to Fulton
and MacPherson (see [33]). This method is much more general, since the scheme X need
not be quasi-projective and, moreover, it can also be applied to the case in which the base
scheme is the spectrum of a Dedekind domain. But in this case X needs to be not only
regular, but smooth over S. Since most interesting arithmetic varieties are not smooth
over the base scheme, this method is not general enough for our purposes. Note however
that, in the case in which X is smooth over S, this method provides an intersection
pairing which is defined without tensoring with Q. We should also note that, in contrast
to the case of an intersection product, this method can be used to define the inverse image
morphism for a morphism between regular schemes of finite type over the spectrum of
a regular, noetherian ring without the assumption of smoothness. The lack of a general
theorem of resolution of singularities prevents us from obtaining an intersection product
from this inverse image morphism.

However, as a third approach, one can use de Jong’s theorem on alterations [22] to
reduce the intersection of algebraic cycles to the inverse image between regular schemes,
and then apply the deformation to the normal cone technique. Nevertheless, these alter-
ations are finite morphisms whose degree is larger that one, in general. Therefore, this
method yields an intersection product with rational coefficients.

The last general approach that we will mention (and the one introduced originally by
Gillet and Soulé) is to use the isomorphism between K-theory and Chow groups to trans-
fer the ring structure of K-theory to the Chow groups. This method is valid for any reg-
ular, noetherian scheme X of finite Krull dimension. The main drawback of this method
is that the isomorphism between K-theory and Chow groups is only true in general after
tensoring with Q. Therefore, one also obtains a rational valued intersection product.

Finally, we note that the intersection product with a divisor on a regular scheme can be
defined directly using a simple version of the moving lemma for divisors (see [36, 4.2.3.2]),
which holds in complete generality.

The K-theoretical method and the alteration method are the most general of the above
methods. Since the K-theoretical approach was the one used by Gillet and Soulé in [36]
and, conceptually, fits very well with the cohomological approach we will be using for the
analytical part, we also use it as the geometric part of our arithmetic intersection theory.
But, since the geometric and the analytic part of our arithmetic intersection theory are
isolated and related by a clear interface, we hope that the reader will have no difficulty
in using any other of these geometric methods when applicable.

Green currents and Green forms

We now discuss the refined intersection theories which have been used as the analytic
part of a higher dimensional arithmetic intersection theory.
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The first one is the notion of a Green current introduced in [36]. Let y be a p-
codimensional cycle on X. A Green current for y is a class of currents

gy ∈ D̃p−1,p−1
X∞

= Dp−1,p−1
X∞

/(∂Dp−2,p−1
X∞

+ ∂̄Dp−1,p−2
X∞

)

satisfying the residue equation
ddcgy + δy = ωy, (0.1)

where δy is the current given by integration along the cycle y∞ and ωy is a smooth form
uniquely determined by (0.0).

If y and z are two cycles intersecting properly (i.e. with the appropriate codimension)
in X∞, the product of two Green currents, called the star-product or ∗-product, is given
by the formula

gy ∗ gz = gy ∧ δz + ωy ∧ gz.

It is a Green current for the intersection cycle y · z. This approach has many analytical
difficulties. For instance, some care has to be taken to define gy ∧ δz. Moreover, this
product is not obviously associative and commutative, and the proof that this is indeed
the case, is not trivial.

As we have already mentioned this approach has been generalized in several direc-
tions. Typically, these generalizations allow the presence of certain singularities for the
differential form ωy. But usually only the case when X∞ is of dimension one is treated
(see [9,58]), or one does not obtain a full ring structure for the generalized arithmetic
Chow rings (see [60]).

There are other proposals for the definition of the product of Green currents. For
instance, Harris and Wang [41] have given a definition of the star-product of two Green
currents for non-properly intersecting cycles that depends on a deformation of one of
the cycles, and Dan [20] has given a definition of the star-product using meromorphic
continuation of certain zeta functions.

In [17] Burgos introduced a new definition of Green forms along the following lines.
To every complex algebraic manifold X (not necessarily compact), there is associated
a graded complex D∗

log(X, ∗), which consists of smooth forms on X with logarithmic
singularities at infinity. For instance, if X is proper, then

D2p
log(X, p) = Ep,p(X) ∩ (2πi)pE2p

R (X),

D2p−1
log (X, p) = Ep−1,p−1(X) ∩ (2πi)p−1E2p−2

R (X),

where Ep,p(X) is the space of smooth complex valued differential forms of type (p, p) and
E2p

R (X) is the space of smooth real valued differential forms. The boundary morphism

dD : D2p−1
log (X, p) → D2p

log(X, p)

is given by dDη = −2∂∂̄η. Observe that, up to a normalization factor, this is the same
differential operator as the one that appears in the residue equation (0.0).

The complex D∗
log(X, ∗) computes the real Deligne–Beilinson cohomology of X, which

is denoted by H∗
D(X, R(p)). If Y is a closed subset of X, then the real Deligne–Beilinson
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cohomology of X with supports on Y , denoted by H∗
D,Y (X, R(p)), is the cohomology of

the simple complex associated to the morphism of complexes

D∗
log(X, ∗) → D∗

log(X \ Y, ∗).

Every p-codimensional algebraic cycle y with support Y defines a cohomology class
cl(y) ∈ H2p

D,Y (X, R(p)). Moreover, if W ⊆ X is a closed subvariety of codimension p − 1
and f ∈ K(W )∗, then f defines a class

cl(f) ∈ H2p−1
D (X \ div(f), R(p)).

These classes satisfy the compatibility condition

δ(cl(f)) = cl(div(f)),

where
δ : H2p−1

D (X \ div(f), R(p)) → H2p
D,div(f)(X, R(p))

is the connecting homomorphism.
In this setting a Green form for a p-codimensional algebraic cycle y is a representative

of the class cl(y). More explicitly, we write

Z D∗
log(X, ∗) = Ker(dD),

D̃∗
log(X, ∗) = D∗

log(X, ∗)/ Im(dD).

The space of Green forms associated to a p-codimensional cycle y with support Y is then
given by

GE(y) =
{

(ωy, g̃y) ∈ Z D2p
log(X, p) ⊕ D̃2p−1

log (X \ Y, p)
∣∣∣∣ dD g̃y = ωy

cl((ωy, g̃y)) = cl(y)

}
.

The star-product of Green forms is now simply the cup product in cohomology with
supports. With this approach, the proof of the associativity and commutativity of the
star-product is straightforward and completely formal.

In [16] and [17] it is proven that, when X is projective, the arithmetic Chow groups
obtained by this method agree with the ones obtained by the method of Gillet and
Soulé. It is interesting to note that all the analytical complexities appearing in the proof
of the associativity and commutativity of the star-product in [36] are needed to prove
the compatibility of the two definitions.

In contrast, in the quasi-projective case, the groups obtained by this new method
have better Hodge theoretical properties. For instance, they possess a certain homotopy
invariance with respect to vector bundles. Another advantage of this new definition is
that it is very easy to make variants adapted to new problems just by changing the
complex Dlog.

We should stress here that a Green form associated to a cycle is a representative of
the cohomology class of the cycle with support in the same cycle. In order for the star-
product of two Green forms to be a Green form for the intersection cycle, we need the
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cycles to intersect properly in X∞. Therefore, as was the case in [36], the arithmetic
intersection product relies on the moving lemma for complex varieties. In particular, this
implies that our varieties should be at least geometrically quasi-projective.

In the preprint [45], Hu uses the homotopy invariance and the flexibility of the defini-
tion of Green forms to give a new definition of the inverse image morphism of arithmetic
Chow groups for a regular closed immersion by means of Fulton’s deformation to the
normal cone technique. The main result of this paper is the construction of a special-
ization morphism for Green forms. Combining this technique with de Jong’s result on
alterations mentioned above, one can define the arithmetic intersection pairing without
using any moving lemma, thereby removing the hypothesis of quasi-projectivity.

The interface between the geometric and the analytic part

In the definition of arithmetic Chow groups by means of Green currents, this inter-
face is implemented by very concrete objects. Namely, to any p-codimensional algebraic
cycle y, one assigns the current ‘integration along the cycle y∞’, denoted by δy, and
to every rational function f , one associates the current − log |f∞|2. Compared with to
the approach of Green currents, this interface is more abstract. It is implemented by
the theory of characteristic classes for cycles and rational functions. The two approaches
are compatible because in the appropriate complexes, the currents δy and − log |f∞|2
represent the cohomology class of y∞ and f∞, respectively.

Abstract arithmetic Chow groups

Recall that our main motivation is to extend Kühn’s generalized arithmetic intersection
pairing on arithmetic surfaces to higher dimensional arithmetic varieties. In order to
accomplish this goal we will use the flexibility of the Green form approach, changing the
complex Dlog by a complex of differential forms with certain mild singularities along a
fixed subvariety. Nevertheless, the arithmetic Chow groups that we will define in this
way, and their properties, depend strongly on the actual complex used. And there is no
one best choice for this complex of singular differential forms. For instance, in this paper
we introduce the complex of pre-log-log differential forms which, although it does not
have all the cohomological properties one would expect, is enough to define an arithmetic
intersection pairing and, in particular, the height with respect to log singular hermitian
line bundles. On the other hand, in the paper [19], we introduce the complex of log-
log singular differential forms. This complex has the expected cohomological properties,
but is slightly more difficult to handle because one has to bound all the derivatives of
the functions involved. Moreover, as we mentioned previously, in the literature there are
several other variants of arithmetic Chow groups with singular differential forms.

In addition, if one uses completely different kinds of complexes, one can obtain arith-
metic Chow groups with new properties. For instance, in his PhD thesis [14], Burgos
constructed a fully covariant version of the arithmetic Chow groups by choosing a com-
plex of currents instead of the complex of smooth differential forms. Similar arithmetic
Chow groups were introduced independently by Moriwaki in [63].
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In another direction, one may consider the following example. Let pi, i = 1, . . . , 4, be
four different points in P1

Q. Then, the archimedean component of the height pairing of
p1 − p2 and p3 − p4 is essentially given by the logarithm of the norm of the cross ratio of
the four points. Thus, this height pairing has a canonical lifting from R to C∗, namely
the cross ratio of the four points. This suggests that one can define a finer version of
arithmetic Chow groups, where the role of real Deligne–Beilinson cohomology is played
by integral Deligne–Beilinson cohomology.

Even more, one can think of an adelic version of the arithmetic Chow groups, similar
to the one introduced in [7], but where each geometric fibre is substituted by a suitable
complex that computes a certain cohomology theory, or a theory, where only certain
geometric fibres are substituted by a cohomological complex.

All these considerations lead us to the conclusion that it is worthwhile to develop a
formalism of arithmetic Chow groups with respect to an abstract complex and to explore
how the properties of the complex are reflected by the properties of the arithmetic Chow
groups. In this way, different variants of arithmetic Chow groups can be obtained as
particular cases.

Results

The main achievement of this paper is the systematic development of the formalism of
abstract arithmetic Chow groups in arbitrary dimensions depending on a suitable coho-
mological complex. Every choice of such a complex gives rise to new types of arithmetic
Chow groups with different properties reflected by the complexes under consideration.
As special cases we recover Burgos’s version of the arithmetic intersection theory devel-
oped by Gillet and Soulé in [36], we introduce a theory of arithmetic Chow groups which
are covariant with respect to arbitrary proper morphisms, and we develop a theory of
arithmetic Chow rings using a complex of differential forms with pre-log-log singularities
along a fixed normal crossings divisor. This latter theory is suitable for the study of
automorphic line bundles. In particular, we generalize the classical Faltings height with
respect to a logarithmically singular hermitian line bundle to higher dimensional cycles.
As an application we compute the Faltings height of Hecke correspondences on a product
of modular curves.

This formalism of arithmetic Chow groups is an abstraction of [17]. Note however that
the passage from the concrete example of [17] to the abstract version presented here is
not completely straightforward. Although some constructions such as the definition of
truncated cohomology classes and their product are already (at least implicitly) present
in [17], others, like the notions of G-complex and of covariant f -morphism of complexes,
are new.

The basic idea of this paper is that the role of the complex Dlog can be played by
any graded complex of sheaves in the Zariski topology C. We only require two proper-
ties for this complex. The first is that the hypercohomology of this complex of sheaves
always agrees with the cohomology of the complex of global sections. In this way we can
represent cohomology classes by concrete elements of this complex. A convenient way
to ensure this is to ask the complex to satisfy a Mayer–Vietoris condition. The second
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property we require is that the complex receives characteristic classes from cycles and
rational functions (i.e. from K1-chains). Typically, in order to ensure the existence of
characteristic classes, one imposes a series of axioms to the cohomology. Nevertheless,
in many applications it is not convenient to impose too many conditions to the cohom-
ology. Therefore, we use an auxiliary cohomology, given by a graded complex of sheaves
G satisfying the axioms of [34]; we call it a Gillet cohomology. The characteristic classes
will be induced by a morphism cC : G → C in the derived category.

In this abstract setting, instead of Green forms, we will define Green objects that
live in a space that we call ‘truncated cohomology classes’. These truncated cohomology
classes are something between relative cohomology classes and representatives of relative
cohomology classes.

Of course, very little can be done with this minimal set of properties. Therefore, we
undertake a complete study of how the properties of the complex C are reflected by the
properties of the Green objects and the arithmetic Chow groups. For instance, in order to
have an intersection product in the arithmetic Chow groups, we only need the existence
of a cup product in the complex C, which is compatible with the cup product of the
complex G. This implies that the cup product in C is compatible with the intersection
product of cycles.

We emphasize here that this abstract approach also simplifies many difficulties that
appear when working with Green currents. We have already mentioned the proof of the
associativity and commutativity of the star-product, but our approach also provides a
new and logically independent proof of the well-definedness of the arithmetic intersec-
tion product due to Gillet and Soulé. This proof does not rely on the K1-chain moving
lemma. We point out that in Burgos’s preceding work the arguments for proving the well-
definedness of the arithmetic intersection product relied on the corresponding arguments
in [36]. We will give a more detailed discussion on how we avoid the K1-chain moving
lemma in Remark 4.22. We also emphasize that some problems with the K1-chain moving
lemma have been discussed and successfully solved using completely different techniques
by Gubler in [40].

Once the abstract theory is developed, in the subsequent sections, we study particular
cases of this construction. For instance, we recover the original arithmetic intersection
theory of Gillet and Soulé for projective varieties. We point out that we will show in [19]
how to recover these arithmetic Chow groups for quasi-projective varieties as a particular
case of our construction. This example agrees with the theory developed in [17].

As a second example we introduce a theory of arithmetic Chow groups which are covari-
ant with respect to arbitrary proper morphisms. This construction was first introduced
in [14], and a similar construction can be found in [63].

Furthermore, by choosing for C a complex of forms satisfying certain growth conditions
of log- and log-log-type, we obtain a theory which is compatible with the theories devel-
oped by Bost and Kühn in the one-dimensional setting. This latter theory is specifically
suited for the study of automorphic line bundles and allows to generalize the classical
Faltings height with respect to a logarithmically singular hermitian line bundle to higher
dimensional cycles. As an application, we compute the Faltings height of certain Hecke
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correspondences. Note that the same result has been obtained recently by Autissier [3]
using the one-dimensional theory.

We point out that Bost’s theory can also be seen as a particular case of our abstract
setting. Nevertheless, the definition of the corresponding complex C involves a mixture
of L2-forms, L2

1-forms, L2
−1-currents, forms with logarithmic singularities, and currents;

we will not write it explicitly.
It would be interesting to extend the abstract setting of this paper to cover also Hu’s

deformation to the normal cone technique. This would involve incorporating the special-
ization functor to the axiomatic system and asking for the existence of a specialization
morphism at the level of complexes.

Applications

The theory developed in this paper is extensively used in the forthcoming paper [13] by
Bruinier, Burgos and Kühn, where explicit calculations for the arithmetic self-intersection
number of the line bundle of modular forms and the Faltings height of Hirzebruch–
Zagier cycles on Hilbert modular surfaces are carried out. Further calculations in this
direction for other naturally metrized automorphic line bundles have been made in [12].
In his forthcoming thesis Freixas-Montplet will prove finiteness results for the height
with respect to such naturally metrized line bundles, which generalize Faltings’s original
result for points to cycles of higher dimensions. In the sequel [19] of this paper, we will
show that our abstract arithmetic Chow groups attached to the complex of forms having
suitable growth conditions of log- and log-log-type combined with the work [18] allow us
to construct arithmetic characteristic classes for vector bundles equipped with hermitian
metrics, which are logarithmically singular along a divisor with normal crossings. These
arithmetic characteristic classes give rise to operations on the arithmetic Chow groups,
even for non-regular arithmetic varieties. In addition, we show in [19] that automorphic
vector bundles equipped with the natural invariant metric (Petersson metric) on Shimura
varieties of non-compact type are hermitian vector bundles of the type considered above.

The framework of our arithmetic Chow groups attached to forms having certain log-
and log-log-type singularities is one of the key ingredients in order to formulate various
conjectures: in this context, we mention a conjecture of Köhler on arithmetic intersection
numbers on the moduli space of principally polarized abelian varieties (see [52]); secondly,
we mention a conjecture of Maillot and Roessler on arithmetic Chern numbers associated
to fibrations of motives with complex multiplication (see [61]); finally, we emphasize
the conjectures of Kudla on Faltings heights and generating series for special cycles on
Shimura varieties of orthogonal type (see [55,56]).

Outline of the paper

Let us now give a more detailed outline of the contents of each section.

Section 1

In the first section we review various results relating K-theory, Chow groups and
cohomology theories satisfying Gillet’s axioms [34]; these facts will be needed in the
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sequel. For our purposes, the main interest in K-theory is that it provides a method to
define an intersection product and an inverse image for algebraic cycles on regular, sepa-
rated schemes of finite type over a base scheme, which is regular, separated, noetherian,
and of finite Krull dimension. Most of the results needed from K-theory deal only with
the groups K0 and K1, and can be found in the first chapter of [71]. The main excep-
tion to this is Proposition 1.16; its translation into Chow theory and cohomology theory,
namely Theorem 1.34 and Corollary 1.35, is of crucial importance in § 4 in the course of Journal style is to

use the section
symbol, rather than
the word. OK?

the proof of the well-definedness of the intersection product of arithmetic cycles. There
is very little new in this section and its main purpose is to gather together all the needed
results, some of which are difficult to find explicitly in the literature.

Section 2

The second section is devoted to a systematic study of relative cohomology groups
H∗(A, B) attached to a morphism f : A → B of abstract complexes of abelian groups
and their product structure based on a product structure of the complexes under consider-
ation. Furthermore, we study truncated relative cohomology groups Ĥ∗(A, B) associated
to the above data together with their product structure, which is the basis of the defini-
tion of the ∗-product in the third section. We have also included a discussion of the signs
appearing when considering multidimensional complexes, complexes of complexes, and
products between them. This section is an extended and much more detailed version of
the corresponding chapter of [17].

Section 3

The aim of the third section is to develop an abstract theory of Green objects as ele-
ments of a suitable truncated cohomology theory. The main property for such a cohom-
ology theory is that it receives characteristic classes from K-theory, at least from K0

and K1, and that it satisfies some additional natural properties. More precisely, we fix a
Gillet complex G = G∗(∗) over the site of regular schemes X of finite type over a field k.
A graded complex C = C∗(∗) of sheaves of abelian groups together with a morphism
cC : G → C in the derived category will be called a G-complex over X. A Green object
for a p-codimensional cycle y on X with values in C is then given by an element

gy ∈ Ĥ2p(C(X, p), C(U, p))

such that the class of gy equals the class of the cycle y in the relative cohomology
group H2p(C(X, p), C(U, p)); here U denotes the complement of the support of y in X.
After studying the basic properties of such Green objects, we define a ∗-product for two
Green objects using the techniques developed in the second section. We end this section
with a proof of the associativity and commutativity of the ∗-product under suitable
assumptions on the G-complexes under consideration. The material in this and the next
section, although a generalization of the results of [17], is new.
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Section 4

In the fourth section we introduce generalized arithmetic Chow groups for arithmetic
varieties X over an arithmetic ring. The idea behind this definition is that the arithmetic
variety X can be ‘compactified’ by adding the associated complex manifold X∞ or, more
precisely, a truncated cohomology theory on X∞ to the picture. More specifically, we
proceed as follows: After fixing a Gillet complex G over the site of schemes over the real
numbers, we call the pair (X, C) a G-arithmetic variety, when X is an arithmetic variety
and C a G-complex over the associated real variety XR. The group of p-codimensional
arithmetic cycles of (X, C) is then given by the set of pairs (y, gy), where y is a p-
codimensional cycle on X and gy is a Green object for (the class of) the cycle induced
by y on XR. The C-arithmetic Chow group ĈH p(X, C) is now obtained from the group
of p-codimensional arithmetic cycles of (X, C) by factoring out by a suitable rational
equivalence relation. We prove various properties for these generalized arithmetic Chow
groups, emphasizing how the properties of the G-complexes involved are reflected in the
properties of the arithmetic Chow groups; a typical example is the ring structure of the
direct sum

⊕
p�0 ĈH p(X, C)Q.

Section 5

In all the examples of generalized arithmetic Chow groups presented in this paper,
the underlying Gillet cohomology will be the Deligne–Beilinson cohomology. Therefore,
we recall in the fifth section the basic definitions and facts of Deligne–Beilinson cohom-
ology and homology, which will be needed in the sequel. In particular, we use the fact
that real Deligne–Beilinson cohomology can be computed as the sheaf cohomology of
the Deligne algebra associated to the Dolbeault algebra of differential forms with log-
arithmic singularities at infinity. We denote this graded complex of sheaves by Dlog.
Towards the end of this section, we give explicit representatives for the classes of cycles,
in particular for the classes of divisors of sections of (hermitian) line bundles, in real
Deligne–Beilinson cohomology in terms of the underlying singular differential forms.
Most of the material in this section is well known; we include it for the convenience
of the reader.

Section 6

In the sixth section we use our abstract theory of arithmetic Chow groups to define
contravariant and covariant arithmetic Chow groups starting with the Gillet complex
G = Dlog. The contravariant Chow groups, which were introduced in [17], are obtained
by considering Dlog itself as a G-complex. In this way, we obtain the arithmetic Chow
groups ĈH ∗(X, Dlog). By means of the properties of the Deligne algebra Dlog, we find that
the direct sum

⊕
p�0 ĈH p(X, Dlog)Q has the structure of a commutative and associative

ring. Furthermore, this ring coincides with the arithmetic Chow ring defined by Gillet
and Soulé in [36] for arithmetic varieties with projective generic fibre. The covariant
Chow groups, which were introduced in [14], are defined using as a Dlog-complex a
complex Dcur, which is made out of certain currents and computes real Deligne–Beilinson
homology. The properties of the Dlog-complex Dcur show that the arithmetic Chow groups
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ĈH ∗(X, Dcur) are covariant for arbitrary proper morphisms and have the structure of
a module over the contravariant Chow ring. We end this section with a reformulation
of the definition of the height of a cycle, originally given in [10], in the framework of
contravariant and covariant arithmetic Chow groups.

Section 7

In the seventh section we again fix the Deligne algebra Dlog as our Gillet complex
G. We then construct a Dlog-complex by means of differential forms satisfying (together
with their derivatives with respect to ∂, ∂̄, and ∂∂̄) certain growth conditions of log-
and log-log-type. We call these differential forms pre-log and pre-log-log forms, respec-
tively, and denote the corresponding Dlog-complex by Dpre. The notation is justified in
order to distinguish these differential forms from the forms satisfying the same type of
growth conditions together with all their derivatives; the corresponding Dlog-complex
will be introduced and studied in [19]. By means of the properties of the complex Dpre,
the direct sum

⊕
p�0 ĈH p(X, Dpre)Q has the structure of a commutative and associative

ring. This provides the desired higher dimensional extension of the generalized arith-
metic intersection pairing introduced in [57]. A useful application of this formalism is
the extension of the definition of the height of a cycle with respect to line bundles
equipped with a hermitian metric, which becomes logarithmically singular along a divi-
sor with normal crossings. As an illustration, we compute the arithmetic self-intersection
number of the line bundle of modular forms on the product of two modular curves
equipped with the Petersson metric. Furthermore, we determine the Faltings height of
Hecke correspondences on this product of modular curves with respect to the line bundle
of modular forms. The same result has been obtained recently by Autissier [3] using a
different approach. Related but more elaborate results in the case of Hilbert modular sur-
faces are contained in the paper [13] mentioned above. The general theory of arithmetic
characteristic classes of automorphic vector bundles of arbitrary rank will be developed
in [19].

1. Background results on K-theory

In this section we will review some facts relating to K-theory, Chow groups and cohom-
ology theory that will be needed in the sequel. For our purposes, the main interest of
K-theory is that it provides a method to define the intersection product and the inverse
images of algebraic cycles for regular schemes. Most of the results we need are only
concerned with the groups K0; they are explained in Chapter 1 of [71]. The main excep- Journal style is to

use ‘Chapter’
rather than your
preferred ‘chapter’
here. OK?

tion to this is Proposition 1.16. Its translation into Chow theory, Theorem 1.34, and
cohomology theory will be used in the proof of the fact that the intersection product of
arithmetic cycles is well defined. Note however that Proposition 1.16 is proven in [34],
and is used in [36].

In this section all schemes will be noetherian, separated and of finite Krull dimension.
Given an abelian group A we will write AQ = A ⊗ Q.
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1.1. K-theory

K-theory of schemes

For any exact category A, Quillen has introduced a simplicial space ΩBQA, and has
defined the K-groups of the category A as the homotopy groups of this simplicial space
(see [68]), i.e.

Km(A) = πmΩBQA.

Let X be a scheme (recall that this means a noetherian, separated scheme of finite
Krull dimension). Then, we will denote by M(X) the exact category of coherent sheaves
on X, and by P(X) the exact category of locally free coherent sheaves on X. We write

K ′
m(X) = Km(M(X)),

Km(X) = Km(P(X)).

In particular, K0(X) is the Grothendieck group of locally free coherent sheaves on X,
and K ′

0(X) is the Grothendieck group of coherent sheaves on X.
We will use many standard facts about the K-theory of schemes. For more details the

reader is referred, for instance, to [68], or [72]. Let us quote some of these facts.

Functoriality of K-theory

The first property we want to quote is the functoriality of K-theory. Let F : A → B

be an exact functor between exact categories. Then, there is an induced morphism

ΩBQA → ΩBQB,

and hence morphisms
Km(A) → Km(B).

From this one can derive the following proposition.

Proposition 1.1. If f : X → X ′ is a morphism of schemes, then the inverse image of
locally free sheaves induces morphisms

f∗ : Km(X ′) → Km(X).

With these morphisms, K∗ is a contravariant functor between the category of schemes
to the category of graded abelian groups. �

Proposition 1.2. If f : Y → Y ′ is a proper morphism of schemes, then the higher direct
images of coherent sheaves induce morphisms

f∗ : K ′
m(Y ) → K ′

m(Y ′).

With these morphisms, K ′
∗ is a covariant functor between the category of schemes with

proper morphisms and the category of graded abelian groups. �
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Localization

Given exact functors A → B → C such that the composition A → C is zero and the
induced maps ΩBQ(A) → ΩBQ(B) → ΩBQ(C) form a fibration up to homotopy, then
there is a long exact sequence

· · · → Km(A) → Km(B) → Km(C) δ−→ Km−1(A) → · · · .

This applies to the case when A is a Serre subcategory of B, and C = B/A. In particular,
this can be used to derive the following result [68, § 7, 3.2].

Proposition 1.3 (localization). Let X be a scheme, Y ⊆ X a closed subscheme, and
U = X \ Y . Then, there is a long exact sequence

· · · → K ′
m(Y ) → K ′

m(X) → K ′
m(U) δ−→ K ′

m−1(Y ) → · · · .

�

K and K ′ of regular schemes

Another important result is the comparison between the groups K and K ′ [68, § 7].

Proposition 1.4. If X is a regular scheme, then the natural morphism

Km(X) → K ′
m(X)

is an isomorphism. �

K-theory with support

Let X be a scheme, Y ⊆ X a closed subscheme, and U = X \ Y . Then, the K-theory
groups of X with support in Y are defined by

KY
m(X) = πm+1(homotopy fibre (BQP(X) → BQP(U))).

By definition, there is a long exact sequence

· · · → KY
m(X) → Km(X) → Km(U) δ−→ KY

m−1(X) → · · · .

Combining Proposition 1.4, the above exact sequence and Proposition 1.3 we obtain the
following proposition.

Proposition 1.5 (purity). If X is a regular scheme and Y ⊆ X a closed subscheme,
then there is a natural isomorphism

KY
m(X) → K ′

m(Y ).

�
The purity property clearly implies the following excision property.

Proposition 1.6. Let X be a regular scheme, Y a closed subscheme of X, and V an
open subscheme of X satisfying Y ⊆ V . Then, the restriction map

KY
m(X) → KY

m(V )

is an isomorphism. �
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1.2. K-theory as generalized sheaf cohomology

The K-theory groups can also be realized as generalized cohomology groups [11]. This
allows us to treat K-theory and cohomology in a uniform way, and is the basis of the
construction by Gillet [34] of characteristic classes for higher K-theory. In this section
we will briefly recall the definition of generalized sheaf cohomology and how to see higher
K-theory as generalized sheaf cohomology. We will follow [37] and Appendix B of [46].
There is also a short account in [21]. The reader may also consult the book [50] for a
slightly different point of view.

Homotopy theory of spaces

Let us fix a regular noetherian scheme S of finite Krull dimension. Let C be one of
the following sites: zar(S) the small Zariski site over S, ZAR(S) the big Zariski site of
all schemes of finite type over S, or ZAR the big Zariski site of all noetherian schemes of
bounded Krull dimension. Let T = T (C) be the topos of sheaves over the site C as in [2].
Let us denote by sT the category of pointed simplicial objects in T . The elements of sT

will be called spaces. Given a scheme X in the site C, we can consider X as a sheaf by

U 	→ HomC(U, X).

We will also denote by X the corresponding constant simplicial object pointed by a
disjoint base point.

Definition 1.7. A space is said to be constructed from schemes if all components are
representable by a scheme in the site plus a disjoint base point. If P is a property of
schemes, we will say that a space X constructed from schemes satisfies P , if all the
schematic parts of X satisfy P .

The following result, due to Joyal, is fundamental for passing to the homotopy category
of spaces. A published proof in the non-pointed case can be found in [49] (see [37],
and [46]).

Proposition 1.8. The category sT is a pointed closed model category in the sense of
Quillen [67]. �

A part of the definition of a closed model category comprises the concepts of weak
equivalence, fibrations and cofibrations, and, in particular, the concept of fibrant objects
and cofibrant objects. We refer to [46, Appendix B] for the definition of these concepts
in the present setting.

Let us denote by Ho(sT ) the homotopy category associated to the closed model cat-
egory sT . If X and Y are spaces, we denote by [X, Y ] the morphism in Ho(sT ). If
Y is fibrant, it is just the homotopy classes of morphisms. If Y is not fibrant, then
[X, Y ] = [X, Ỹ ], where Ỹ is a fibrant space weakly equivalent to Y . We will denote by
SX and ΩX the suspension and the loop space of a space X, respectively. The loop
space functor Ω is the right adjoint functor of the suspension functor S (see [67]).
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Generalized cohomology

Definition 1.9. Let A be a space and let X ∈ C. Then, the cohomology space with
coefficients in A is defined for m � 0 by

H−m
sT (X, A) = [Sm ∧ X, A],

where Sm∧X is the smash product between the pointed m-dimensional sphere Sm and X.
Note that Sm ∧ X is canonically isomorphic to the m-fold suspension SmX = S

m· · ·SX.

Remark 1.10. If X is a scheme in the site ZAR and A is an element of sT (ZAR), we
will denote also by A the restriction of A to ZAR(X) or to zar(X). By the argument at
the beginning of the proof of [37, Proposition 5] the cohomology groups H−m(X, A) are
the same in the three sites.

Pseudo-flasque presheaves

If A is a fibrant space, the generalized cohomology can be computed as homotopy
groups

H−m
sT (X, A) = [Sm ∧ X, A] = πm(A(X)) = πm(Hom(X, A)).

More generally, the above equality is a property of pseudo-flasque presheaves.

Definition 1.11. A presheaf A is pseudo-flasque, if A(U) is a fibrant simplicial set for
all U , A(∅) is contractible, and for each pair of open sets the diagram

A(U ∪ V ) ��

��

A(U)

��
A(V ) �� A(U ∩ V )

is homotopically Cartesian.

Proposition 1.12 (Brown–Gersten [11]; Gillet–Soulé [37]). Let A be a pseudo-
flasque presheaf, and let A′ be the associated sheaf. Then, we have for any scheme X in
ZAR

H−m(X, A′) = πm(A(X)).

�

K-theory as generalized sheaf cohomology

Let us denote by K the pointed simplicial sheaf Z × Z∞ BGL (see [37, 3.1]), and by
KN the pointed simplicial sheaf Z × Z∞ BGLN . If X is a space, we define for m � 0 its
mth K-theory group by H−m(X, K). We also define the unstable mth K-theory group by
H−m(X, KN ). In general, H0(X, KN ) are only pointed spaces, but H−m(X, KN ) are
abelian groups for m � 1. Following [37], we make the following definition.



18 J. I. Burgos Gil, J. Kramer and U. Kühn

Definition 1.13. We say that a space X is K-coherent, if the natural maps

lim−→
N

H−m(X, KN ) → H−m(X, K)

and

lim−→
N

Hm(X, πnKN ) → Hm(X, πnK)

are isomorphisms for all m, n � 0.

The fact that the groups H−m(X, K) agree with the K-groups defined by Quillen is
proved in [37]. They use the argument of [11] together with some modifications due to
the different definitions. The main ingredients are the ‘+ = Q’ result of Quillen [68],
Proposition 1.12, and the fact that the homotopy category used in [11] agrees with the
one considered in [37].

Proposition 1.14. Let X be a scheme in the site C. Then, there are canonical isomor-
phisms

Km(X) → H−m(X, K).

Moreover, X is K-coherent. �

From the above proposition and a little homological algebra (see [37, 3.2.3], [21, 2.1]
and [46, B.2.3]) one can derive the following proposition.

Proposition 1.15. Let X be a noetherian space constructed from schemes of finite Krull
dimension (see Definition 1.7) that is degenerate above some simplicial degree, i.e. there
exists N such that X = skN X, where skN X is the Nth skeleton of X. Then, X is
K-coherent. �

The mapping cone

Let f : X → Y be a morphism of spaces. We can define the mapping cone C(X, Y ) =
C(f) of f as the space

C(X, Y ) = (Y � X × I)/ ∼,

where I is the simplicial unit interval and ∼ is the equivalence relation generated by

(x, 1) ∼ f(x),

(x, 0) ∼ ∗,

(∗, t) ∼ ∗,

with ∗ denoting the distinguished point in all spaces. Then, we write

H−m(Y, X,K) = H−m(C(f),K).

There is a long exact sequence

· · · → H−m(Y,K) → H−m(X, K) δ−→ H−m+1(Y, X,K) → · · · .



Cohomological arithmetic Chow rings 19

The connection morphism of this exact sequence is defined as follows. Let

α : Sm ∧ X → K

be an element of H−m(X, K) = [Sm ∧ X, K]. Then, δ(α) is given as the following com-
position of maps

Sm−1 ∧ C(X, Y ) ∼= C(Sm−1 ∧ X, Sm−1 ∧ Y ) →
C(Sm−1 ∧ X, ∗) ∼= S1 ∧ Sm−1 ∧ X = Sm ∧ X

α−→ K,

where ∗ is the simplicial point; here we also use the fact that the smash product and the
mapping cone commute, and that C(X, ∗) ∼= S1 ∧ X is the suspension.

K-theory with support

Let X be a regular noetherian scheme of finite Krull dimension, f : U → X an open
immersion, and set Y = X \ U . The mapping cone of f is a space C(f) ∈ s ZAR. It is
clear that there are canonical isomorphisms

KY
m(X) → Km(C(f)), m � 0.

Loday product in K-theory

Let us discuss the existence of a product in K-theory and its basic properties. The
choice of any bijection N × N → N induces a map [59] (see [46, p. 103] for details in this
setting)

(Z × Z∞ BGLN ) ∧ (Z × Z∞ BGLN ) → Z × Z∞ BGL .

Hence, if X and Y are K-coherent spaces, there is a well-defined external product

H−m(X, K) × H−n(Y,K) → H−m−n(X ∧ Y,K)

via
Sm+n ∧ X ∧ Y ∼= Sm ∧ X ∧ Sn ∧ Y → KN ∧ KN → K.

When X = Y , composing with the pull-back of the diagonal map X → X ∧ X, we
obtain an associative and graded commutative ring structure (possibly without unit) in
H−∗(X, K). Clearly, the product is functorial.

Let X, Y and Z be K-coherent spaces, and let f : X → Y be a morphism of spaces.
Having defined the product for spaces and using the fact that the mapping cone commutes
with the smash product, we observe that there is a product

H−m(Y, X,K) × H−n(Z,K) → H−m−n(Y ∧ Z, X ∧ Z,K).

The following result is a version of [34, Corollary 7.14].
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Proposition 1.16. Let X, Y and Z be K-coherent spaces, and let f : X → Y be a
morphism of spaces. If α ∈ H−m(X, K) and β ∈ H−n(Z,K), then the Loday product is
compatible with long exact sequences, i.e. we have

δ(α · β) = δ(α) · β ∈ H−m−n+1(Y ∧ Z, X ∧ Z,K),

δ(β · α) = (−1)nβ · δ(α) ∈ H−m−n+1(Z ∧ Y, Z ∧ X, K).

Proof. The first equality follows from the commutative diagram

Sm+n ∧ C(X, Y ) ∧ Z

��

�� Sm ∧ C(X, Y ) ∧ Sn ∧ Z

��
C(Sm+n ∧ X ∧ Z, Sm+n ∧ Y ∧ Z)

��

C(Sm ∧ X, Sm ∧ Y ) ∧ Sn ∧ Z

��
C(Sm+n ∧ X ∧ Z, ∗)

��

C(Sm ∧ X, ∗) ∧ Sn ∧ Z

��
S1 ∧ Sm+n ∧ X ∧ Z �� S1 ∧ Sm ∧ X ∧ Sn ∧ Z

The second statement follows from a similar diagram that involves the isomorphism

Sn ∧ S1 ∧ Sm → S1 ∧ Sn ∧ Sm.

But identifying both sides with Sm+n+1, the above isomorphism has degree (−1)n. �

Products in K-theory with support

We will now construct the product of K-theory with support. Let X be a scheme in
the site, let U , V be open subsets of X, and set Y = X \ U , Z = X \ V . Then, there is
a pairing

KY
m(X) ⊗ KZ

n (X) = H−m(C(U, X),K) ⊗ H−n(C(V, X),K) →
H−m−n(C(U, X) ∧ C(V, X),K).

Using the fact that the smash product and the mapping cone commute, we obtain that
C(U, X) ∧ C(V, X) is weakly equivalent to either of the spaces

C(C(U ∧ V, U ∧ X), C(X ∧ V, X ∧ X)),

or

C(C(U ∧ V, X ∧ V ), C(U ∧ X, X ∧ X)).

We will denote any of them as C(U ∧V ; X ∧V, U ∧X; X ∧X). The diagonal map induces
a morphism of diagrams

U ∩ V ��

��

U

��
V �� X

−→
U ∧ V ��

��

U ∧ X

��
X ∧ V �� X ∧ X
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Since {U, V } is an open covering of U ∪ V , we find that C(U ∩ V ; U, V ; X) is weakly
equivalent to C(U ∪ V, X). Therefore, we obtain a pairing

KY
m(X) ⊗ KZ

n (X) ∪−→ H−m−n(C(U ∪ V, X),K) = KY ∩Z
m+n(X).

A consequence of Proposition 1.16 is the following proposition.

Proposition 1.17. Let X be a scheme in the site, let U , V be open subsets of X, and
set Y = X \ U , Z = X \ V . Then, the following diagram commutes:

Km(U) ⊗ KZ
n (X)

δ⊗id ��

∪
��

KY
m−1(X) ⊗ KZ

n (X)

∪
��

KU∩Z
m+n(X \ (Y ∩ Z)) δ �� KY ∩Z

m+n−1(X)

here we have identified KU∩Z
m+n(U) with KU∩Z

m+n(X \ (Y ∩ Z)) using excision, and δ is the
connection morphism. �

Direct images and the projection formula

Let f : X → X ′ be a proper morphism of regular schemes in the site. Let Z ⊆ X be
a closed subscheme. The isomorphisms K ′

m(Z) → KZ
m(X) and K ′

m(f(Z)) → K
f(Z)
m (X ′)

together with the direct image of the K ′-groups induce direct image morphisms

f∗ : KZ
m(X) → Kf(Z)

m (X ′).

These morphisms satisfy the projection formula.

Proposition 1.18. Let f : X → X ′ be a proper morphism of regular schemes. Let
Z ⊆ X, and Z ′ ⊆ X ′ be closed subschemes. Then, for α ∈ KZ′

m (X ′) and β ∈ KZ
n (X), we

have
f∗(f∗(α) ∪ β) = α ∪ f∗(β) ∈ K

f(Z)∩Z′

m+n (X ′).

�

Gersten–Quillen spectral sequence

Let X be a regular scheme in the site. Let us denote by X(p) the set of p-codimensional
points of X. If x ∈ X(p), we will denote

Kx
m(X) = lim

→
K{x}∩U

m (U),

where the limit is taken over all open subsets U of X containing the point x.

Theorem 1.19. Let X be a regular scheme in ZAR. Then, there exists a spectral
sequence

Ep,q
r (X) =⇒ K−p−q(X)
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with

Ep,q
1 (X) =

⊕
x∈X(p)

Kx
−p−q(X).

Moreover, this spectral sequence is convergent (since X has finite Krull dimension). �

Observe, moreover, that, using purity, we can identify Kx
−p−q(X) with K−p−q(k(x)),

where k(x) is the residue field at the point x. See [34] for a proof of this theorem for
generalized cohomology.

1.3. λ-structure in K-theory and absolute cohomology

λ-rings and λ-algebras

Recall that a λ-ring with involution is a ring R equipped with a family of operators
{λk}k�0 and an involution ψ−1 satisfying certain relations (see [5]). In particular, any
λ-ring has a unit. Let R be a λ-ring with involution, and A an R-algebra. We call A a
λ–R-algebra with involution, if it is equipped with a family of operators {λk}k�1 and an
involution ψ−1 such that R ⊕ A is a λ-ring (see [54] and [46]).

λ-structure in K-theory

For any N � 1, one can define a family of operators {λk
N}k�1 (see [37, § 4])

λk
N : Z × Z∞ BGLN → Z × Z∞ BGL,

which are compatible with the inclusions BGLN−1 → BGLN . Therefore, for any space
X, there are induced operators

λk
N : H−m(X, KN ) → H−m(X, K).

If the space X is K-coherent, we have induced operators

λk : H−m(X, K) → H−m(X, K).

In the same way one can define an involution ψ−1.
Let S0 be the simplicial pointed 0-sphere. Following [46], we will write K0(sT ) =

H0(S0,K). This is a λ-ring. If the site C equals ZAR(S), we have K0(sT ) = K0(S). A
proof of the following theorem can be found in [37] (see also [46]).

Theorem 1.20. Let X be a K-coherent space. The family of operators {λk}k�1 together
with the involution ψ−1 turn H−m(X, K) into a λ-K0(sT )-algebra with involution. More-
over, H0(X, K) is provided with a natural augmentation

ε : H0(X, K) → H0(X, Z).
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Adams operations and γ-filtration

Let Φ be the monoid of natural operations on λ-rings with an involution. Among the
operations in Φ, there are the γ-operations γk, k � 1, and the Adams operations ψk,
k ∈ Z \ {0}. These operations are defined by the usual formulae

γk(x) = λk(x + k − 1), k � 1,

ψk − λ1ψk−1 + · · · + (−1)k−1λk−1ψ1 + (−1)kλk = 0, k � 1,

and ψ−k = ψ−1 ◦ ψk. Since these operations do not involve the unit, they are also
operations of λ-algebras. By means of the γ-operations we can define a filtration in the
K-groups.

Definition 1.21. Let X be a K-coherent space. Then F i
γH−m(X, K) is defined as the

subgroup of H−m(X, K) generated by the products

γi(1)(x1) · · · γi(r)(xr),

where i(1)+· · ·+i(r) � i, xj ∈ H−m(j)(X, K) with m(1)+· · ·+m(r) = m and ε(xj) = 0.

The following properties of the Adams operations are well known.

Proposition 1.22. The Adams operations respect the additive structure of K-theory,
the Loday product and pull-backs. Moreover, we have ψk ◦ ψk′

= ψk+k′
. �

Observe that the λ-structure in K-theory involves only the product between K0 and
higher K-theory and not the Loday product. Nevertheless, in order to see that the Adams
operations are compatible with the Loday product one can argue as in [54] (see also [21]).

Eigenspaces for the Adams operations

Let us write

H−m(X, K)(i) = {x ∈ H−m(X, K) ⊗ Q | ψk(x) = kix, ∀k ∈ Z \ {0}}.

We will also write Km(X)(i) = H−m(X, K)(i). The following proposition is proven
in [37].

Proposition 1.23. Let X be a K-coherent space of dimension at most d. Then, for
m � 0, there is a decomposition

H−m(X, K) ⊗ Q =
m+d∑
i=α

H−m(X, K)(i),

where α = min(m, 2). Moreover, we have

H−m(X, K)(i) = Gri
γ H−m(X, K) ⊗ Q.

�
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Riemann–Roch without denominators

The Riemann–Roch theorem without denominators studies the effect of closed immer-
sions on the operations in K-theory. Let X and Y be regular schemes in ZAR(S), let
j : Y → X be a closed immersion, and let us denote by N = NX/Y the class of the
normal bundle of Y in X in K0(Y ). For any operation τ ∈ Φ, let us write τ(N, x) as
in [70, § 4]. Let Z be a closed subset of Y . Using the identifications K ′

m(Z) = KZ
m(Y )

and K ′
m(Z) = KZ

m(X), we obtain an isomorphism

j∗ : KZ
m(Y ) → KZ

m(X).

Theorem 1.24 (Soulé [70]). For x ∈ KZ
m(Y ) and τ ∈ Φ, we have

τ(j∗(x)) = j∗(τ(N, x)).

�

Remark 1.25. This result is generalized in [21] and [46] to a certain class of closed
immersions of spaces. Nevertheless, in these papers the schemes are assumed to be smooth
over the base S.

Direct images and the gamma filtration

Proposition 1.26. Let f : X → X ′ be a proper morphism between regular quasi-
projective schemes of ZAR(S) of dimension d and d′, respectively. Let Z be a closed
subscheme of X. Then, there is an inclusion

f∗(F j
γKZ

m(X) ⊗ Q) ⊆ F j+d′−d
γ Kf(Z)

m (X ′) ⊗ Q.

Proof. The Riemann–Roch theorem [70, 7.2] states that there are increasing filtrations
F· of K ′

m(Z)⊗Q and K ′
m(f(Z))⊗Q satisfying f∗(Fj) ⊆ Fj . These filtrations are defined

as follows. One chooses a closed immersion i : Z → M , where M is an equidimen-
sional scheme of dimension n, smooth and surjective over the base S. Then, there is an
isomorphism i∗ : Km(Z) → KZ

m(M), and we have

FjK
′
m(Z) ⊗ Q = i−1

∗ (Fn−j
γ KZ

m(M)).

We can choose M such that the inclusion i factors as Z
i′

↪→ X
j

↪→ M . Using the Riemann–
Roch theorem without denominators (as in the proof of the independence of M in [70,
7.2, 3]) one obtains that j∗(F j

γKZ
m(X) ⊗ Q) = F j−d+n

γ KZ
m(M). This leads to

F j
γKZ

m(X) ⊗ Q = Fd−jK
′
m(Z) ⊗ Q

which implies the claim. �
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Absolute cohomology

The graded pieces for the γ-filtration tensored by Q or, put another way, the
eigenspaces for the Adams operations, form a cohomology theory. By the Riemann–
Roch theorem for higher K-theory given in [34], it is a universal cohomology. One can
define it for coherent spaces satisfying certain technical conditions. Since we will not need
it in the sequel, we will define it only for a pair of schemes.

Definition 1.27. Let X be a regular scheme in the site and let Y be a closed subset
of X. Then, the absolute cohomology groups of X with support on Y are defined by

H2i−m
A,Y (X, Q(i)) = KY

m(X)(i).

Let us summarize the basic properties of absolute cohomology. The next theorem
follows easily from the properties of K-theory and the Adams operations.

Theorem 1.28.

(i) Let X be a regular scheme in ZAR, and let Y , Z be closed subsets of X. Then, the
product in K-theory induces a product

Hm
A,Y (X, Q(i)) ⊗ Hn

A,Z(X, Q(j)) ∪−→ Hm+n
A,Y ∩Z(X, Q(i + j)).

(ii) Let f : X ′ → X be a morphism of regular schemes in ZAR. Let Y be a closed
subset of X, and Y ′ a closed subset of X ′ satisfying f−1(Y ) ⊆ Y ′. Then, there is
pull-back morphism

f∗ : Hn
A,Y (X, Q(i)) → Hn

A,Y ′(X ′, Q(i))

respecting the multiplicative structure and turning absolute cohomology into a
contravariant functor.

(iii) Let X be a regular scheme in ZAR, and Y closed a subset of X. Then, there is a
long exact sequence

· · · → Hn
A(X, Q(i)) → Hn

A(X \ Y, Q(i)) δ−→ Hn+1
A,Y (X, Q(i)) → · · · .

(iv) Let X be a regular scheme in ZAR, let Y , Z be closed subsets of X, and set
U = X \ Y . Then, the following diagram commutes:

Hm
A (U, Q(p)) ⊗ Hn

A,Z(X, Q(q)) δ⊗id ��

∪
��

Hm+1
A,Y (X, Q(p)) ⊗ Hn

A,Z(X, Q(q))

∪
��

Hm+n
A,U∩Z(X \ (Y ∩ Z), Q(p + q)) δ �� Hm+n+1

A,Y ∩Z (X, Q(p + q))
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(v) Let f : X → X ′ be a proper morphism of regular, equidimensional, quasi-projective
schemes in ZAR(S) of dimension d and d′, respectively. Let Z be a closed subscheme
of X. Then, there are morphisms

f∗ : Hn
A,Z(X, Q(p)) → Hn−2d+2d′

A,f(Z) (X ′, Q(p − d + d′)).

If g : X ′ → X ′′ is another proper morphism, then (g ◦ f)∗ = g∗ ◦ f∗. Moreover, if
Z ′ is a closed subscheme of X ′, α ∈ Hm

A,Z′(X ′, Q(p)), and β ∈ Hn
A,Z(X, Q(q)), we

have

f∗(f∗(α) ∪ β) = α ∪ f∗(β) ∈ Hm+n−2d+2d′

A,f(Z)∩Z′ (X ′, Q(p + q − d + d′)).

�

The Adams operations and the Gersten–Quillen spectral sequence

Since the Adams operations are defined on the level of sheaves of simplicial spaces,
they induce morphisms of Gersten–Quillen spectral sequences. Therefore, after tensoring
with Q, the Quillen spectral sequence splits as a direct sum of spectral sequences

Ep,q
r (X)(i) =⇒ K−p−q(X)(i),

where Ep,q
r (X)(i) ⊆ Ep,q

r (X)Q is the eigenspace of ψk of eigenvalue ki. By the Riemann–
Roch theorem without denominators (see Theorem 1.24, or [70, Theorem 4]), we have
for x ∈ X(p)

Kx
m(X)(i) = Km(k(x))(i−p).

Therefore, we have the equality

Ep,q
1 (X)(i) =

⊕
x∈X(p)

K−p−q(k(x))(i−p).

Since we have for a field k (see [70])

K0(k)Q = K0(k)(0),

K1(k)Q = K1(k)(1) and (1.29)

K2(k)Q = K2(k)(2),

we obtain the following proposition.

Proposition 1.30. Let X be a regular scheme in the site. Then, the lines p = −q and
p = −q − 1 of the spectral sequence Ep,q

r (X)Q degenerate at the term E2. Thus there are
natural isomorphisms

Ep,−p
2 (X)Q

∼= K0(X)(p),

Ep−1,−p
2 (X)Q

∼= K1(X)(p).
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Proof. By (1.28) we have Ep,−p
1 (X)Q = Ep,−p

1 (X)(p). Again by (1.28) we have for r � 2

Ep−r,−p+r−1
1 (X)(p) =

⊕
x∈X(p−r)

K1(k(x))(r) = 0.

This leads to the isomorphism Ep,−p
2 (X)Q

∼= K0(X)(p). The same argument applies to
the line p = −q − 1. �

Note that in [70] it is also proven that the line p = −q − 2 degenerates at the term
E2. A consequence of Proposition 1.30 is the following.

Proposition 1.31. Let X be a regular scheme in the site. Then, there are natural
isomorphisms

Ep,−p
2 (X)Q

∼= H2p
A (X, Q(p)),

Ep−1,−p
2 (X)Q

∼= H2p−1
A (X, Q(p)).

�

1.4. Chow Groups of regular schemes

K-chains and Chow groups

Let X be a regular scheme in ZAR. Let us denote

Rq
p(X) = Eq,−p

1 (X) =
⊕

x∈X(q)

Kp−q(k(x)),

where Eq,−p
1 (X) are the terms of the Gersten–Quillen spectral sequence.

Recall that K0(k(x)) = Z, and K1(k(x)) = k∗(x). Therefore, the group Rp
p(X) equals

the group Zp(X) of p-codimensional cycles on X. Any element f ∈ Rp−1
p (X) can be

written as f =
∑

x∈X(p−1) fx with fx ∈ k∗(x). The elements of Rp−1
p (X) are called K1-

chains. As usual we denote by CHp(X) the pth Chow group of X. In [68, § 5], the following
proposition is proven.

Proposition 1.32. The differential d : Rp−1
p (X) → Rp

p(X) in the Gersten–Quillen spec-
tral sequence is given by df = div(f) =

∑
x∈X(p−1) div(fx). �

Therefore, we obtain an identification

CHp(X) = Rp
p(X)/dRp−1

p (X) = Ep,−p
2 (X).

Hence, by Proposition 1.31, we obtain a natural isomorphism

CHp(X)Q
∼= H2p

A (X, Q(p)).

The discrepancy in sign between Proposition 1.32 and [17, p. 365] stems from the fact
that we are using a different convention for the connecting morphism (see Remark 2.71).
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Let us write

CHp−1,p(X) = Z Rp−1
p (X)/dRp−2

p (X) = Ep−1,−p
2 (X),

where Z Rp−1
p (X) = Ker(d : Rp−1

p (X) → Rp
p(X)) is the subgroup of cycles. Then, again

by Proposition 1.31, we have an isomorphism

CHp−1,p(X)Q
∼= H2p−1

A (X, Q(p)).

Chow groups with support

For a closed subset Y ⊆ X, we define

Rq
p,Y (X) =

⊕
x∈X(q)∩Y

Kp−q(k(x)).

In particular, Rp
p,Y (X) equals the group Zp

Y (X) of p-codimensional cycles on X with
support on Y . We write

CHp
Y (X) = Rp

p,Y (X)/dRp−1
p,Y (X),

CHp−1,p
Y (X) = Z Rp−1

p,Y (X)/dRp−2
p,Y (X).

We call CHp
Y (X) the Chow group of p-codimensional cycles on X with support on Y . As

before we have isomorphisms

CHp
Y (X)Q

∼= Ep,−p
2,Y (X)Q

∼= H2p
A,Y (X, Q(p)),

CHp−1,p
Y (X)Q

∼= Ep−1,−p
2,Y (X)Q

∼= H2p−1
A,Y (X, Q(p)).

Writing U = X \ Y , we have a long exact sequence

CHp−1,p(U) δ−→ CHp
Y (X) → CHp(X) → CHp(U) → 0.

A family ϕ of supports on X is a family of closed subsets of X such that, if Y, Z ∈ ϕ,
then Y ∪ Z ∈ ϕ. For any family ϕ of supports on X, we define

Rq
p,ϕ(X) = lim−→

Y ∈ϕ

Rq
p,Y (X),

CHp
ϕ(X) = lim−→

Y ∈ϕ

CHp
Y (X),

CHp−1,p
ϕ (X) = lim−→

Y ∈ϕ

CHp−1,p
Y (X),

Hn
A,ϕ(X, Q(p)) = lim−→

Y ∈ϕ

Hn
A,Y (X, Q(p)).

We have the isomorphisms

CHp
ϕ(X)Q

∼= H2p
A,ϕ(X, Q(p)),

CHp−1,p
ϕ (X)Q

∼= H2p−1
A,ϕ (X, Q(p)).
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Intersection of cycles on regular schemes

A method of defining products for the Chow groups of regular schemes, where no
moving lemma is available and it is not possible to use the deformation to the normal
cone technique, is given by means of the isomorphism between Chow groups and absolute
cohomology groups. In this way we can transfer the multiplicative properties of K-theory
to the Chow groups. Namely, we define a pairing

CHp
Y (X)Q ⊗ CHq

Z(X)Q
·−→ CHp+q

Y ∩Z(X)Q

by means of the commutative diagram

CHp
Y (X)Q ⊗ CHq

Z(X)Q
· ��

∼=
��

CHp+q
Y ∩Z(X)Q

∼=
��

H2p
A,Y (X, Q(p)) ⊗ H2q

A,Z(X, Q(q)) ∪ �� H2p+2q
A,Y ∩Z(X, Q(p + q))

Theorem 1.33 (Gillet–Soulé [35]). If X is a regular scheme of finite Krull dimension,
and Y, Z are closed subsets, then the above pairing

CHp
Y (X)Q ⊗ CHq

Z(X)Q
·−→ CHp+q

Y ∩Z(X)Q

satisfies the following properties.

(i) It turns
⊕

Y,p CHp
Y (X)Q into a commutative ring with unit [X] ∈ CH0(X).

(ii) It is compatible with the change of support maps

CHp
Y (X)Q → CHp

Y ′(X)Q,

whenever Y ⊆ Y ′ ⊆ X.

(iii) Let y ∈ CHp
Y (X)Q, z ∈ CHq

Z(X)Q with Y = supp y, Z = supp z, and Y , Z having
proper intersection. Then, their intersection product y · z ∈ CHp+q

Y ∩Z(X)Q is given
by Serre’s Tor-formula

y · z =
[ ∑

x∈Y ∩Z

(∑
i�0

(−1)i�OX,x
(TorOX,x

i (OY,x,OZ,x))
)

{x}
]
,

where �OX,x
denotes the length of a OX,x-module.

�
It is clear from this result that, if ϕ and ψ are two families of supports, then there is

an induced pairing
CHp

ϕ(X)Q ⊗ CHq
ψ(X)Q

·−→ CHp+q
ϕ∩ψ(X)Q,

where ϕ ∩ ψ is the family of supports given by

ϕ ∩ ψ = {Y ∩ Z | Y ∈ ϕ, Z ∈ ψ}.

We will also need products between CHp−1,p(X) and CHq(X).
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Theorem 1.34. Let X be a regular scheme, let Y , Z be closed subsets of X, and set
U = X \ Y . Then, there exists a well-defined pairing

CHp−1,p(U)Q ⊗ CHq
Z(X)Q

·−→ CHp+q−1,p+q
U∩Z (X \ (Y ∩ Z))Q

such that the diagram

CHp−1,p(U)Q ⊗ CHq
Z(X)Q

· ��

δ⊗id

��

CHp+q−1,p+q
U∩Z (X \ (Y ∩ Z))Q

δ

��
CHp

Y (X)Q ⊗ CHq
Z(X)Q

· �� CHp+q
Y ∩Z(X)Q

commutes.

Proof. The pairing is defined by imposing the commutativity of the diagram

CHp−1,p(U)Q ⊗ CHq
Z(X)Q

∼= ��

·
��

H2p−1
A (U, Q(p)) ⊗ H2q

A,Z(X, Q(q))

∪
��

CHp+q−1,p+q
U∩Z (X \ (Y ∩ Z))Q

∼= �� H2p+2q−1
A,U∩Z (X \ (Y ∩ Z), Q(p + q))

The compatibility of the pairing with the connection morphism now follows from Theo-
rem 1.28 (iv). �

For a K1-chain f ∈ Rp−1
p (X), put y = div(f), Y = supp y, and U = X \ Y ; observe

that f determines an element [f ] ∈ CHp−1,p(U). Let z be a q-codimensional cycle with
Z = supp z. By the above theorem, there is a well-defined element

[f ] · [z] ∈ CHp+q−1,p+q
U∩Z (X \ (Y ∩ Z))Q.

Using that Rp+q−1
p+q (X \ (Y ∩ Z)) is a direct summand of Rp+q−1

p+q (X), the above theorem
implies the following corollary.

Corollary 1.35. Assume that U∩Z �= ∅. Then, there exists a K1-chain g ∈ Rp+q−1
p+q (X)Q,

determined up to dRp+q−2
p+q (X)Q +Rp+q−1

p+q,Y ∩Z(X)Q, such that its class in CHp+q−1,p+q
U∩Z (X \

(Y ∩ Z))Q is equal to [f ] · [z]. Moreover, we have

[div(g)] = [div(f)] · [z] (1.36)

in the group CHp+q
Y ∩Z(X)Q. �

Remark 1.37. If we have codim(Y ∩ Z) = p + q in Corollary 1.35, the equality
CHp+q

Y ∩Z(X) = Zp+q
Y ∩Z(X) shows that identity (1.35) holds true on the level of cycles, i.e. we

have
div(g) = div(f) · z.
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Pull-back

Here we recall the properties of the pull-back of algebraic cycles and K1-chains by
a quasi-projective morphism of regular schemes. Let us start with the case of cycles.
Since any such morphism can be factored as the composition of a closed immersion and
a flat morphism, we will discuss both cases separately. For flat morphisms the pull-back
is defined as in [33, 1.7], and for closed immersions one uses the deformation to the
normal cone technique (see [36, 4.4.1]). Hence one can define the inverse image for a
quasi-projective morphism using any factorization into a closed immersion followed by a
flat morphism, and then proves that the result is independent of the chosen factorization.
The main properties we need are those in the following theorem.

Theorem 1.38. Let f : X → Y be a quasi-projective morphism of regular schemes.
Let ϕ be a family of supports on Y , and let ψ = f−1(ϕ) be the corresponding family of
supports on X.

(i) Assuming that f = g ◦ i = h ◦ j, where i, j are closed immersions and g, h are flat
morphisms, we have

i∗ ◦ g∗ = j∗ ◦ h∗.

Therefore, for all p � 0, there is a well-defined homomorphism of Chow groups

f∗ : CHp
ϕ(Y ) → CHp

ψ(X).

(ii) The map f∗ induces a ring homomorphism

f∗ :
⊕
p�0

CHp(Y )Q →
⊕
p�0

CHp(X)Q.

(iii) The pull-back map f∗ : CHp(Y )Q → CHp(X)Q corresponds via the isomorphisms

CHp(Y )Q
∼= H2p

A (Y, Q(p)) and CHp(X)Q
∼= H2p

A (X, Q(p))

to the pull-back defined in absolute cohomology.

(iv) If g : Y → Z is another morphism, then we have (g ◦ f)∗ = f∗ ◦ g∗.

�

To define the pull-back for K1-chains, one observes first that the Gersten–Quillen spec-
tral sequence is contravariant for flat morphisms. Moreover, in [34], there is a definition
for a pull-back of K1-chains for closed immersions using the deformation to the normal
cone technique. The next result follows from [34] and [36, 4.4.2].

Theorem 1.39. Let f : X → Y be a quasi-projective morphism of regular schemes. Let
f = g ◦ i be a factorization of f into a closed immersion i followed by a flat morphism g.
Let U ⊆ Y be an open subset and Z ⊆ U a closed subset. Let us write U ′ = f−1(U) and
Z ′ = f−1(Z).
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(i) For any p � 0, there is a homomorphism

f∗ = i∗ ◦ g∗ : CHp−1,p
Z (U) → CHp−1,p

Z′ (U ′)

which does not depend on the factorization chosen.

(ii) Let us denote by δ the connection morphisms

CHp−1,p
Z (U) δ−→ CHp

Z\U
(Y ),

CHp−1,p
Z′ (U ′) δ−→ CHp

Z′\U ′(X).

Then, we have f∗ ◦ δ = δ ◦ f∗.

(iii) The induced map f∗ : CHp−1,p
Z (U)Q → CHp−1,p

Z′ (U ′)Q corresponds via the isomor-
phisms

CHp−1,p
Z (U)Q

∼= H2p−1
A,Z (U, Q(p)) and CHp−1,p

Z′ (U ′)Q
∼= H2p−1

A,Z′ (U ′, Q(p))

to the pull-back defined in absolute cohomology.

Proof. The definition of i∗ is given in [36, 4.4.2]. By definition, to show that f∗ is
compatible with the connection morphisms and with the pull-back in absolute cohom-
ology, it is enough to treat the flat morphisms and the closed immersions separately.
For flat morphisms the result is clear. The compatibility with the connection morphisms
for closed immersions is proven in [36, 4.4.2]. To prove the compatibility with the pull-
back in absolute cohomology, one observes that all the steps in the definition of i∗ are
compatible with the isomorphism with absolute cohomology. �

Push-forward and the projection formula

Let f : X → X ′ be a proper morphism of regular, equidimensional, quasi-projective
schemes in ZAR(S) of relative dimension d. Then, the Gersten–Quillen spectral sequence
is covariant for proper morphisms (see [34]). In particular, for any closed subset Y ⊆ X,
we have morphisms

f∗ : CHp
Y (X) → CHp−d

f(Y )(X
′),

f∗ : CHp−1,p
Y (X) → CHp−d−1,p−d

f(Y ) (X ′).

These morphisms satisfy the following properties.

Theorem 1.40. Let f : X → X ′ be a proper morphism of regular, equidimensional,
quasi-projective schemes in ZAR(S), of relative dimension d.

(i) Let Y be a closed subset of X ′. Let us write U ′ = X ′ \ Y and U = X \ f−1(Y ).
Then, the following diagram commutes:

CHp−1,p(U)
δ ��

f∗

��

CHp
f−1(Y )(X)

f∗

��
CHp−1,p(U ′)

δ �� CHp
Y (X ′)
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(ii) If g : X ′ → X ′′ is another proper morphism of regular, equidimensional, quasi-
projective schemes in ZAR(S), we have

(g ◦ f)∗ = g∗ ◦ f∗.

(iii) The direct image of cycles and K1-chains is compatible with the direct image in
absolute cohomology.

(iv) For α ∈ CHp(X ′) and β ∈ CHq(X) we have

f∗(f∗(α) · β) = α · f∗(β) ∈ CHp+q−d(X ′)Q.

Proof. The first and second statement follow from the covariance of the Gersten–Quillen
spectral sequence. The third statement follows from the Riemann–Roch theorem, and
the fourth statement follows from the third and the projection formula for absolute
cohomology. �

1.5. Gillet cohomology and characteristic classes

In this section we will recall some facts about characteristic classes from higher K-
theory to a suitable cohomology theory. We will follow the axiomatic approach of [34];
hence, we will ask the cohomology theory to satisfy all the properties stated in [34].
Any such cohomology theory will be called a Gillet cohomology. Note however that the
definition of Gillet cohomology given here is slightly different from the definition in [34].

Gillet cohomologies

We fix a field k. Let V be the category of smooth schemes over k (recall that by scheme
we mean a noetherian, separated scheme of finite Krull dimension). Let V∗ be a category
of schemes and proper morphisms that contains all closed immersions Y → X with X in
V. Let C be the big Zariski site of the category V.

Definition 1.41. A Gillet cohomology is given by the following data.

(1) A graded complex of sheaves of abelian groups G∗(∗) in the site C, together with
a pairing in the derived category of graded complexes of abelian sheaves on C

G∗(∗)
L
⊗
Z

G∗(∗) → G∗(∗),

which is associative, (graded-)commutative, and has a unit. Given such a complex
G = G∗(∗), for each pair (Y, X), with X in V and Y a closed subscheme of X, we
define the cohomology groups of X with coefficients in G and support in Y by

Hi
Y (X, G(j)) = Hi

Y (X, G∗(j)).

Since these cohomology groups are defined as the hypercohomology groups of a
multiplicative Zariski sheaf, they satisfy the usual multiplicative and functorial
properties (see [34, Definition 1.1]).
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(2) A homology theory, that is, a covariant functor from the category V∗ to bigraded
abelian groups

X 	→
⊕
i�0
j∈Z

Hi(X, G(j)).

This homology–cohomology theory has to satisfy the properties (i)–(xi) of [34, Defini-
tion 1.2] with d = 2. Since we are distinguishing between objects of V and of V∗, we
have to specify to which category the objects in question in properties (i)–(xi) belong:
in (i), (ii), (viii), X, Y ∈ V∗; in (iii), (v), X ∈ V, Y ∈ V∗; in (iv), X ∈ V∗; in (vi), (vii),
X, Y ∈ V; and in (ix), (x), X ∈ V. In addition to Gillet’s axioms, following Beilinson [4],
we will also assume

(xii) Hi(· ,G(j)) = 0 for all i < 0 and all j ∈ Z.

Definition 1.42. A Gillet complex over k is the graded complex of sheaves of abelian
groups G = G∗(∗) of a Gillet cohomology.

Remark 1.43. The main discrepancy between the definition here and that of [34] is
that the objects of V and of V∗ are not the same. The reason for this is that we want
a Gillet complex as a sheaf only over smooth schemes. On the other hand, we want to
have cycle classes for arbitrary subschemes. Therefore, we need the homology also to be
defined for singular schemes.

Purity

Property (vi) of the Gillet axioms includes the following purity condition: If (X, Y ) is
a pair of schemes in C with Y a closed subscheme of X of pure codimension p, then the
natural map

Hi(Y,G(j)) → Hi+2p
Y (X, G(j + p))

is an isomorphism.
This purity condition, together with the vanishing assumption (xii), implies the fol-

lowing proposition.

Proposition 1.44. Let G be a Gillet complex over k, and X a regular scheme in
ZAR(Spec(k)). For any closed subset Y of X of codimension greater or equal to p,
we then have

Hi
Y (X, G(p)) = 0

for all i < 2p. �

Sheaf cohomology as generalized cohomology

Usual sheaf cohomology of abelian sheaves can also be realized as generalized cohom-
ology. The reader is referred to [11], [34], [21] and [46, Appendix B] for details.

Given a cohomological complex of abelian groups G∗ indexed by non-positive integers,
the Dold–Puppe functor associates to it a simplicial abelian group K(G) pointed by 0
such that

h−i(G∗) = πi(K(G), 0).
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Given a general cohomological complex G, we will denote by σp the bête filtration
(see § 2.4). Then, we can define an infinite loop spectrum

K(G)N = K(σ0(G[N ])).

We can recover all the cohomology groups of G from the stable homotopy groups of this
spectrum.

We can sheafify the above construction and then associate to each complex of abelian
sheaves G an infinite loop spectrum of spaces K(G). Moreover, we have the following
proposition (see [46]).

Proposition 1.45. Let G be a bounded below abelian sheaf over the site C. Then, we
have for every X in C,

Hi
sT (X, K(G)) = Hi

ZAR(X, G).

�

Characteristic classes

To a Gillet cohomology theory, one can associate a theory of characteristic classes from
higher K-theory (see [4,34]). These characteristic classes can be constructed on the level
of spaces (see [21,34]). More specifically, we have the following result.

Theorem 1.46. Let
⊕

j∈Z G∗(j) be a Gillet complex over k. Moreover, assume that the
sheaves Gi(j) are injective for all i, j. Then, for every j � 0, there is a Chern class map
of spaces

cj : K → K(G(j)[2j]).

These maps induce morphisms

cj : Hi
sT (X, K) → H2j+i

sT (X, K(G(j))) = H2j+i
ZAR (X, G(j))

for all spaces X.

Proof. The injectivity of Gi(j) implies that G∗(j) are pseudo-flasque complexes
(see § 1.2). This result is a particular case of [46, Theorem B.3.7]. �

This theorem implies in particular that there is a definition of Chern classes with
support. That is, if Y is a closed subscheme of X, then there are classes

cY
j : KY

m(X) → H2j−m
Y (X, G(j)).

Moreover, these Chern classes are natural and satisfy the following proposition.

Proposition 1.47. Let Y be a closed subset of X and U = X \ Y . Then, the Chern
classes form a morphism of exact sequences

Km(X) ��

cj

��

Km(U) δ ��

cj

��

KY
m−1(X) ��

cY
j

��

· · ·

H2j−m(X, G(j)) �� H2j−m(U,G(j)) δ �� H2j−m+1
Y (X, G(j)) �� · · ·

�
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Bloch–Ogus spectral sequence

Since the set of axioms in [34] include in particular all the axioms of [6], we can form
the Bloch–Ogus spectral sequence associated to the cohomology G. Moreover, by the fact
that characteristic classes are defined on the level of sheaves, characteristic classes induce
morphisms from the Gersten–Quillen spectral sequence of K-theory to the Bloch–Ogus
spectral sequence of G-cohomology (see [34, § 3]).

Let x ∈ X(p), and let ι : {x} → X be the inclusion. We will write

Hi(x,G(j)) = lim−→
U

Hi({x} ∩ U,G(j)),

Hi
x(X, G(j)) = lim−→

U

Hi
{x}∩U

(X, G(j)),

where the limit is taken over all open sets U of X containing x. By the purity property
of a Gillet cohomology, ι induces isomorphisms

ι! : Hi(x,G(j)) → Hi+2p
x (X, G(j + p)).

The Bloch–Ogus spectral sequence is a spectral sequence

Ep,q
r (j) =⇒ Hp+q(X, G(j))

with

Ep,q
1 (j) =

⊕
x∈X(p)

Hp+q
x (X, G(j))

∼=
⊕

x∈X(p)

Hq−p(x,G(j − p)).

Characteristic classes induce morphisms between the Gersten–Quillen spectral sequence
and the Bloch–Ogus spectral sequence (see [34, § 3]).

Proposition 1.48. For each Chern class cj there is a morphism of spectral sequences⊕
x∈X(p)

Kx
−p−q(X)

⊕
cx

j−−−→
⊕

x∈X(p)

H2j+p+q
x (X, G(j)).

Moreover, this morphism is contravariant for flat morphisms. �
We can form a commutative diagram

⊕
x∈X(p) Kx

−p−q(X)
⊕

cx
j ��

∼=
��

⊕
x∈X(p) H2j+p+q

x (X, G(j))

∼=
��⊕

x∈X(p) K−p−q(k(x))
⊕

γx
j ��⊕

x∈X(p) H2j−p+q(x,G(j − p))

where the bottom arrow is determined as a consequence of the Riemann–Roch theorem
without denominators (see [34, Theorem 3.9]).
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Lemma 1.49. Let X be a smooth, noetherian k-scheme of finite Krull dimension. Let
x ∈ X(p), and let ηx ∈ H0(x,G(0)) be the fundamental class. Then, there is a commuta-
tive diagram

Kx
−p−q(X)

cx
j �� H2j+p+q

x (X, G(j))

K−p−q(k(x))
γx

j ��

ι∗ ∼=

��

H2j−p+q(x,G(j − p))

∼= ι!

��

such that α ∈ K−p−q(k(x)) satisfies

γx
j (α) =

⎧⎪⎨⎪⎩
(−1)p(j − 1)!
(j − p − 1)!

cx
j−p(α), if j > p,

rk(α)ηx, if j = p.

�

Classes for cycles and K1-chains

For the construction of arithmetic Chow rings we are mainly interested in the induced
classes of algebraic cycles and K1-chains.

Definition 1.50. Let x ∈ X(p), and let ι : {x} → X be the inclusion. For α ∈ K0(k(x)),
we will denote by clG(α) the class

clG(α) = ι!(γx
p (α)) = ι!(rk(α)ηx) ∈ H2p

x (X, G(p)).

Furthermore, for f ∈ K1(k(x)), we will denote by clG(f) the class

clG(f) = ι!((−1)pγx
p+1(f)/p!) = ι!(cx

1(f)) ∈ H2p+1
x (X, G(p + 1)).

By linearity, we obtain well-defined morphisms

clG : Rp
p(X) →

⊕
x∈X(p)

H2p
x (X, G(p)),

clG : Rp−1
p (X) →

⊕
x∈X(p−1)

H2p−1
x (X, G(p)).

These classes should be interpreted as the Chern character. Namely, using the iso-
morphism between Chow groups and absolute cohomology, the classes of Definition 1.50
induce classes between absolute cohomology groups and the Gillet cohomology groups
which agree with the Chern character.

Proposition 1.51. There are commutative diagrams

CHp(X) ��

clG
��

H2p
A (X, Q(p))

ch
��

H2p(X, G(p)) �� H2p(X, G(p))Q
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and
CHp−1,p(X) ��

clG
��

H2p−1
A (X, Q(p))

ch
��

H2p−1(X, G(p)) �� H2p−1(X, G(p))Q

Proof. This follows from Lemma 1.49 and the power series expansion of the Chern
character. �

Basic properties of the morphism clG

The next result follows from the purity of a Gillet cohomology, Proposition 1.47 and
Proposition 1.32.

Proposition 1.52.

(i) Let y ∈
⊕

x∈X(p) K0(k(x)) be a p-codimensional cycle with Y = supp y. Then,
clG(y) determines a well-defined class clG(y) ∈ H2p

Y (X, G(p)).

(ii) For a K1-chain f ∈ Rp−1
p (X), put y = div(f), Y = supp y, and U = X \ Y . Then,

clG(f) determines a well-defined class clG(f) ∈ H2p−1(U,G(p)).

(iii) With f as in (ii), the equality

clG(div(f)) = δ clG(f) ∈ H2p
Y (X, G(p))

holds, where δ is the connection morphism

δ : H2p−1(U,G(p)) → H2p
Y (X, G(p)).

(iv) If h ∈ Rp−2
p (X) is a K2-chain, then the class clG(dh) vanishes in the group

H2p−1(X, G(p)).

�
Corollary 1.53. Let ϕ be any family of closed supports. Then, the morphisms clG induce
morphisms

clG : CHp
ϕ(X) → H2p

ϕ (X, G(p)),

clG : CHp−1,p
ϕ (X) → H2p−1

ϕ (X, G(p)).

Moreover, if Y ⊆ X is a closed subset with U = X \Y , then there is a morphism of exact
sequences

CHp−1,p(U) ��

��

CHp
Y (X) ��

��

CHp(X) ��

��

CHp(U) ��

��

0

H2p−1(U,G(p)) �� H2p
Y (X, G(p)) �� H2p(X, G(p)) �� H2p(U,G(p))

�
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Product, pull-back and push-forward

Let us summarize the compatibility properties of characteristic classes from Chow
groups with products, inverse images and direct images. Recall that in this section all
schemes are defined over a field.

Proposition 1.54. The morphism

clG :
⊕
p�0

CHp(X) →
⊕
p�0

H2p(X, G(p))

is multiplicative. �
Proposition 1.55. For a K1-chain f ∈ Rp−1

p (X), put y = div(f), Y = supp y, and
U = X \ Y ; for z ∈ Rq

q(X), put Z = supp z. Then, for any K1-chain g ∈ Rp+q−1
p+q (X)Q

representing [f · z], the equality

clG(g) = clG(f) · clG(z) ∈ H2p+2q−1
U∩Z (X \ (Y ∩ Z),G(p + q))Q

holds. Moreover, we have clG(div(g)) = clG(div(f)) · clG(z). �
Proposition 1.56. Let f : X → Y be a quasi-projective morphism of regular schemes.
Let ϕ be a family of supports on Y , and let ψ = f−1(ϕ) be the corresponding family of
supports on X. Then, we have a commutative diagram

CHp
ϕ(Y )

clG ��

f∗

��

H2p
ϕ (Y,G(p))

f∗

��
CHp

ψ(X)
clG �� H2p

ψ (X, G(p))

Furthermore, let U ⊆ Y be an open subset and Z ⊆ U a closed subset. Let us write
U ′ = f−1(U) and Z ′ = f−1(Z). Then, we have a commutative diagram

CHp−1,p
Z (U)

clG ��

f∗

��

H2p−1
Z (U,G(p))

f∗

��
CHp−1,p

Z′ (U ′)
clG �� H2p−1

Z′ (U ′,G(p))

�
Proposition 1.57. Let f : X → X ′ be a projective morphism of regular, equidimen-
sional schemes of relative dimension d. Let Y be a closed subset of X. Then, the diagrams

CHp
Y (X)

clG ��

f∗
��

H2p
Y (X, G(p))

f∗
��

CHp−d
f(Y )(X

′)
clG �� H2p−2d

f(Y ) (X ′,G(p − d))
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and

CHp−1,p
Y (X)

clG ��

f∗
��

H2p−1
Y (X, G(p))

f∗
��

CHp−d−1,p−d
f(Y ) (X ′)

clG �� H2p−2d−1
f(Y ) (X ′,G(p − d))

are commutative. �

2. Some topics from homological algebra

2.1. k-iterated complexes

In this section we will introduce the notion of k-iterated complexes and discuss its rela-
tionship with k-complexes. Let R be a commutative ring and A the category of R-
modules.

k-complexes and k-iterated complexes

Definition 2.1. A k-complex A = (A∗,...,∗, d1, . . . ,dk) is a k-graded R-module A

together with k endomorphisms d1, . . . ,dk of multi-degrees

(1, 0, . . . , 0), . . . , (0, . . . , 0, 1),

respectively, such that for all i, j

d2
i = 0, didj = −djdi.

We will denote by k-C+(A) the category of k-complexes which are bounded from below,
i.e. there is an integer m such that An1,...,nk = 0, whenever ni � m (i = 1, . . . , k).

Definition 2.2. A k-iterated complex A = (A∗,...,∗, d1, . . . ,dk) is a k-graded R-module
A together with k endomorphisms d1, . . . ,dk of multi-degrees

(1, 0, . . . , 0), . . . , (0, . . . , 0, 1),

respectively, such that for all i, j

d2
i = 0, didj = djdi.

We will denote by (C+)k(A) the category of k-iterated complexes which are bounded
from below.

By convention, in the sequel all k-complexes and k-iterated complexes will be bounded
from below, even if it is not stated explicitly.

Definition 2.3. Let Ck : (C+)k(A) → k-C+(A) be the functor given by associating to a
k-iterated complex (An1,...,nk , d1, d2, . . . ,dk) the k-complex

(An1,...,nk , d1, (−1)n1d2, . . . , (−1)n1+···+nk−1dk).

This functor is an equivalence of categories.
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The simple complex

Definition 2.4.

(i) Let A = (An1,...,nk , d1, d2, . . . ,dk) be a k-complex. Then, the associated simple
complex s(A) is defined by

s(A)n =
⊕

n1+···+nk=n

An1,...,nk , d =
k∑

i=1

di.

(ii) Let A = (An1,...,nk , d1, d2, . . . ,dk) be a k-iterated complex. Then, the associated
simple complex is defined by

s(A) = s(Ck(A)).

We have defined the simple complex of a k-iterated complex by contracting all the
degrees into one degree. Sometimes it will be also useful to contract only some of the
degrees making a partial simple complex.

Definition 2.5. Let A = (A∗,...,∗, dA,1, . . . , dA,k) be a k-iterated complex with k � 2.
We denote by sj,j+1(A) the (k − 1)-iterated complex given by

sj,j+1(A)n1,...,nk−1 =
⊕

p+q=nj

An1,...,nj−1,p,q,nj+1,...,nk−1

with differentials

dix =

⎧⎪⎨⎪⎩
dA,ix, if i < j,

dA,ix + (−1)nidA,i+1x, if i = j,

dA,i+1x, if i > j,

where x ∈ An1,...,nj ,...,nk .

Signs

The simple complex of a k-iterated complex depends on the choice of an ordering of
the degrees. If we choose a different ordering, we obtain a naturally isomorphic complex.
In order to describe explicitly these isomorphisms it suffices to treat the case of the
transposition of two adjacent degrees.

Definition 2.6. Let Ti,i+1 be the functor on (C+)k(A) to itself given, for A ∈ (C+)k(A),
by

Ti,i+1(A)n1,...,ni,ni+1,...,nk = An1,...,ni+1,ni,...,nk .

Proposition 2.7. Let A be a k-iterated complex. The map

s(A) → s(Ti,i+1(A))

given by
x 	→ (−1)nini+1x (x ∈ An1,...,nk)

is an isomorphism of simple complexes. �
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External product

Definition 2.8. Let A be a k-iterated complex, and let B be an l-iterated complex.
Then, the external product A � B is the (k + l)-iterated complex with groups

(A � B)n1,...,nk+l = An1,...,nk ⊗ Bnk+1,...,nk+l ,

and differentials

dj =

{
di ⊗ id, if i � k,

id⊗ di−k, if i > k.

The definitions of the functors Ck and of the simple complex of a k-iterated complex
are chosen in order to have compatibility with the usual sign convention in the tensor
product of complexes.

Lemma 2.9. Let A be a k-iterated and B be an l-iterated complex. The map

s(A) ⊗ s(B) → s(A � B)

given by a ⊗ b 	→ a ⊗ b is an isomorphism of complexes. �

Tensor product

Let us show how to define the tensor product in the category of 2-iterated complexes.

Definition 2.10. Let A, B be a pair of 2-iterated complexes. Then, the tensor product
A ⊗ B of A and B is the 2-iterated complex

A ⊗ B = s1,2s3,4(T2,3(A � B)).

Remark 2.11. This definition is justified by the fact that A ⊗ B satisfies the universal
properties of a tensor product of A and B in the category of 2-iterated complexes. In
particular, there are canonical isomorphisms A⊗B ∼= B⊗A and A⊗(B⊗C) ∼= (A⊗B)⊗C;
moreover, if A, B, C, D are complexes of R-modules, then the identity map on the level
of elements induces an isomorphism

(A � B) ⊗ (C � D) ∼= (A ⊗ C) � (B ⊗ D).

Examples

Let us discuss some fundamental examples of 2-iterated complexes.

Example 2.12. Let f : (A∗, dA) → (B∗, dB) be a morphism of complexes. Then, we
can consider the 2-iterated complex (f∗,∗, d′, d′′) defined by

f0,q = Aq, f1,q = Bq, d′ = f, d′′|f0,∗ = dA, d′′|f1,∗ = dB .

By abuse of notation we denote this 2-iterated complex by f . By definition, the simple
complex s(f) = s(A, B) of f is given by s(f) = s(C2(f∗,∗)). Explicitly, we have

s(f)n = s(A, B)n = An ⊕ Bn−1, d(a, b) = (dAa, f(a) − dBb).
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Definition 2.13. Given a complex (A∗, d), and an integer k, the shifted complex A[k]
is given by A[k]n = An+k with differential (−1)kd.

Remark 2.14. Recall that the mapping cone of a morphism f : A → B of complexes is
defined as

cone(f)n = An+1 ⊕ Bn, d(a, b) = (−dAa, f(a) + dBb).

Therefore, we have s(f) = cone(−f)[−1].

Example 2.15. Let f : A → B and g : B → C be morphisms of complexes with
g ◦ f = 0. We may consider the diagram

ξ = (A
f−−→ B

g−−→ C)

as a 2-iterated complex (ξ∗,∗, d′, d′′), where the groups are

ξ0,q = Aq, ξ1,q = Bq, ξ2,q = Cq,

the differential d′ is either f or g and the differential d′′ is the differential of the complexes
A, B or C. By abuse of notation, we denote this 2-iterated complex by ξ.

Proposition 2.16. With the notation of Example 2.15, let ι : A → s(−g) be the
morphism given by ι(a) = (f(a), 0). Then, there is a natural isomorphism of complexes

s(ξ) → s(A ι−→ s(−g))

given by (a, b, c) 	→ (a, (b, c)). �

The simple complex of a tensor product

For the rest of this section f1 : A1 → B1 and f2 : A2 → B2 will be morphisms of
complexes. Considering these morphisms as 2-iterated complexes as in Example 2.12, we
have by Definition 2.10

f1 ⊗ f2 = s1,2s3,4(T2,3(f1 � f2)). (2.17)

This 2-iterated complex is naturally identified with the 2-iterated complex associated to
the diagram

ξ =
(
A1 ⊗ A2

(f1⊗id,id ⊗f2)−−−−−−−−−−−→ B1 ⊗ A2 ⊕ A1 ⊗ B2
−id ⊗f2+f1⊗id−−−−−−−−−−−→ B1 ⊗ B2

)
(2.18)

as in Example 2.15.

Remark 2.19. Note that, if we consider f1 : A1 → B1 and f2 : A2 → B2 as morphisms
and not as 2-iterated complexes, then f1⊗f2 is the morphism f1⊗f2 : A1⊗A2 → B1⊗B2.
It will be clear from the context which point of view is adopted in each case. If there
is a danger of confusion, we will point out whether f1 ⊗ f2 is a 2-iterated complex or a
morphism.
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Proposition 2.20. There is an isomorphism of complexes

s(f1) ⊗ s(f2) → s(f1 ⊗ f2)

given by

(a1, b1) ⊗ (a2, b2) 	→ (a1 ⊗ a2, (b1 ⊗ a2, (−1)na1 ⊗ b2), (−1)n−1b1 ⊗ b2), (2.21)

where (a1, b1) ∈ s(f1)n and (a2, b2) ∈ s(f2)m.

Proof. By Lemma 2.9, we have an isomorphism s(f1)⊗ s(f2) ∼= s(f1 � f2). Since s(f1 �
f2) ∼= s(T2,3(f1 �f2)) by Proposition 2.7, and since s(T2,3(f1 �f2)) = s(s1,2s3,4(T2,3(f1 �
f2))), the existence of the claimed isomorphism follows by Definition 2.10 of f1 ⊗ f2.

Let us compute this isomorphism explicitly: for this we take (a1, b1) ∈ s(f1)n and
(a2, b2) ∈ s(f2)m. Viewing a1, b1, respectively a2, b2, as elements of the 2-iterated complex
f1, respectively f2, the elements a1, b1, a2, b2 have bidegree equal to (0, n), (1, n − 1),
(0, m), (1, m − 1), respectively. Then, the element (a1, b1) ⊗ (a2, b2) ∈ s(f1) ⊗ s(f2) is
mapped to the element

a1 ⊗ a2 + b1 ⊗ a2 + a1 ⊗ b2 + b1 ⊗ b2

of s(f1 � f2), where the summands have the following 4-degree:

element 4-degree
a1 ⊗ a2 (0, n, 0, m)
b1 ⊗ a2 (1, n − 1, 0, m)
a1 ⊗ b2 (0, n, 1, m − 1)
b1 ⊗ b2 (1, n − 1, 1, m − 1)

Applying T2,3 to f1 � f2, the latter element is mapped to

a1 ⊗ a2 + b1 ⊗ a2 + (−1)na1 ⊗ b2 + (−1)n−1b1 ⊗ b2,

which by the identification (2.17) is mapped to the element claimed in formula (2.20). �

Commutativity of the external product

The following observations will be needed in the discussion of commutativity and
associativity of the product in relative cohomology defined in the next section.

Proposition 2.22. There is a commutative diagram of complexes

s(f1) ⊗ s(f2)
α1 ��

α2

��

s(f1 ⊗ f2)

β2

��
s(f2) ⊗ s(f1)

β1 �� s(f2 ⊗ f1)

where α1 and β1 are the isomorphisms determined in (2.20), α2 is given by

α2((a1, b1) ⊗ (a2, b2)) = (−1)nm(a2, b2) ⊗ (a1, b1), (2.23)
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and β2 is given by

β2(a1 ⊗ a2, (b1 ⊗ a2, a1 ⊗ b2), b1 ⊗ b2)

= ((−1)nma2 ⊗ a1, ((−1)n(m−1)b2 ⊗ a1, (−1)(n−1)ma2 ⊗ b1), (−1)nm−n−mb2 ⊗ b1)
(2.24)

with deg(a1) = n, deg(b1) = n − 1, deg(a2) = m and deg(b2) = m − 1.

Proof. First we note that β2 is well defined by Proposition 2.20. The commutativity
can now be checked directly. The signs in the definition of the morphisms α2 and β2 are
obtained as in the proof of Proposition 2.20. �

Associativity of the external product

Furthermore, let f3 : A3 → B3 be a third morphism of complexes, and put φ1 =
f1 ⊗ id ⊗ id, φ2 = id ⊗ f2 ⊗ id, φ3 = id ⊗ id ⊗ f3. Then, the 2-iterated complexes
(f1 ⊗ f2) ⊗ f3 and f1 ⊗ (f2 ⊗ f3) are both naturally identified with the 2-iterated
complex associated to the diagram

A1 ⊗ A2 ⊗ A3
δ1−→ B1 ⊗ A2 ⊗ A3 ⊕ A1 ⊗ B2 ⊗ A3 ⊕ A1 ⊗ A2 ⊗ B3

δ2−→ B1 ⊗ B2 ⊗ A3 ⊕ B1 ⊗ A2 ⊗ B3 ⊕ A1 ⊗ B2 ⊗ B3

δ3−→ B1 ⊗ B2 ⊗ B3, (2.25)

where

δ1(a) = (φ1a, φ2a, φ3a),

δ2(a, b, c) = (φ1b − φ2a, φ1c − φ3a, φ2c − φ3b),

δ3(a, b, c) = φ3a − φ2b + φ1c.

In the sequel we will denote any of the two 2-iterated complexes (f1 ⊗ f2) ⊗ f3 or f1 ⊗
(f2 ⊗ f3) by f1 ⊗ f2 ⊗ f3.

Proposition 2.26. There is a commutative diagram of complexes

s(f1) ⊗ s(f2) ⊗ s(f3)
α1 ��

α2

��

s(f1 ⊗ f2) ⊗ s(f3)

β2

��
s(f1) ⊗ s(f2 ⊗ f3)

β1 �� s(f1 ⊗ f2 ⊗ f3)

where α1 and α2 are isomorphisms induced by (2.20), β1 is given by

β1((a, b) ⊗ (c, (d, e), f)) = (a ⊗ c, (b ⊗ c, (−1)na ⊗ d, (−1)na ⊗ e),

((−1)n−1b ⊗ d, (−1)n−1b ⊗ e, a ⊗ f), b ⊗ f), (2.27)
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with n = deg(a, b), and β2 is given by

β2((a, (b, c), d) ⊗ (e, f)) = (a ⊗ e, (b ⊗ e, c ⊗ e, (−1)na ⊗ f),

(d ⊗ e, (−1)n−1b ⊗ f, (−1)n−1c ⊗ f), (−1)n−2d ⊗ f), (2.28)

with n = deg(a, (b, c), d).

Proof. The commutativity can be checked directly. The signs in the definition of the
morphisms β1 and β2 are obtained as in the proof of Proposition 2.20. �

2.2. Relative cohomology groups

Relative cohomology

Definition 2.29. Let f : A → B be a morphism of complexes. Then, the relative
cohomology groups (of the pair A, B) are defined by

H∗(A, B) = H∗(s(f)).

For a cycle (a, b) ∈ s(f)n we will denote by [a, b] its class in Hn(A, B). Observe that a
cocycle of s(f) is a pair (a, b) with dAa = 0 and dBb = f(a). Moreover, the subspace of
coboundaries is generated by elements of the form (dAa, f(a)) and (0, dBb).

Natural maps

There are two natural maps relating the simple s(f) of a morphism f : A → B with
the underlying complexes A, B:

α : s(f) → A, given by (a, b) 	→ a,

and

β : B → s(f)[1], given by b 	→ (0, b).

We will denote also by α and β the corresponding morphisms for the cone given by the
same formulae.

Distinguished exact triangles

Given a short exact sequence of complexes there are two possible choices for the con-
necting morphism; one is the opposite of the other. To choose the sign of the connecting
morphism is equivalent to choose a set of distinguished exact triangles.

Given a morphism of complexes f : A → B, one has chosen in [26, p. 269] the exact
triangle

A
f−→ B

β−→ cone (f) −α−−→ A[1] (2.30)

as a distinguished exact triangle.
There are two basic principles that can be applied to obtain a distinguished exact

triangle from another. The first one is that any exact triangle isomorphic (in the derived
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category) to a distinguished exact triangle is also distinguished. For instance, by means
of the isomorphism cone(f) ∼= s(f)[1] given by mapping (a, b) to (−a, b), we find that
the exact triangle

A
f−→ B

β−→ s(f)[1]
α[1]−−→ A[1] (2.31)

is also distinguished. As another example we can change the sign of two out of the three
morphisms of a distinguished exact triangle, and the resulting exact triangle will again
be distinguished; this results from the following isomorphism of exact triangles

A
u ��

id
��

B
v ��

− id
��

C
w ��

id
��

· · ·

A
−u �� B

−v �� C
w �� · · ·

The second principle is that a distinguished exact triangle can be shifted by one and the
resulting exact triangle is again exact provided that the sign of one of the morphisms is
changed.

Applying these two principles to the distinguished exact triangle (2.29), we see that
the exact triangles

s(f) α−→ A
f−→ B

−β−−→ · · · , (2.32)

s(−f) α−→ A
f−→ B

β−→ · · · (2.33)

are also distinguished. We note that these exact triangles are isomorphic by means of the
isomorphism

s(f) → s(−f), given by (a, b) 	→ (a,−b). (2.34)

Kernel, cokernel and simple complex of a morphism of complexes

Let
0 → A

f−→ B
g−→ C → 0

be a short exact sequence of complexes. The sign of the connecting homomorphism δ is
determined by the isomorphisms (in the derived category) of exact triangles

A
f ��

id
��

B
β ��

id
��

s(f)[1]
α[1] ��

π

��

· · ·

A
f �� B

g �� C
δ �� · · ·

(2.35)

with π(a, b) = g(b), and

s(−g) α �� B
g �� C

β �� · · ·

A
f ��

ι

��

B
g ��

id

��

C
δ ��

id

��

· · ·

(2.36)

with ι(a) = (f(a), 0).
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Definition 2.37. The morphism π will be called the simple-cokernel quasi-isomorphism,
and the morphism ι will be called the kernel-simple quasi-isomorphism.

The sign of the connecting morphism determined by the above isomorphisms is given
as follows. If c is a cycle in Cn satisfying c = g(b) with b ∈ Bn, then we have

δ(c) = f−1(dBb). (2.38)

Remark 2.39. Observe that the above connecting morphism is minus the connecting
morphism considered in [17]. This forces us to adjust many of the signs.

The connecting morphism in relative cohomology

Since the exact triangle (2.31) is distinguished, we are led to the following definition.

Definition 2.40. Let f : A → B be a morphism of complexes. The connecting homo-
morphism in relative cohomology is the morphism

δ : Hn−1(B) → Hn(A, B)

induced by the natural map −β.

Split exact sequences

Let
0 → A

f−→ B
g−→ C → 0

be a short exact sequence of complexes. Assume that the short exact sequence

0 → An f−→ Bn g−→ Cn → 0

is split for all n. Thus there are sections σ : Cn → Bn such that g ◦ σ = idCn . These
sections allow us to give a quasi-inverse of the simple-cokernel quasi-isomorphism π and
the kernel-simple quasi-isomorphism ι.

Proposition 2.41. Let
0 → A

f−→ B
g−→ C → 0

be a short exact sequence as above such that for each n there is a section σ : Cn → Bn

of g. Then, we have the following statements.

(i) The map ι′ : C → s(f)[1] given by

ι′(c) = (f−1(dBσ(c) − σ(dCc)), σ(c))

is a morphism of complexes, and satisfies π ◦ ι′ = idC and ι′ ◦ π ∼ ids(f)[1], where
∼ means homotopically equivalent.

(ii) The map π′ : s(−g) → A given by

π′(b, c) = f−1(b − σ(g(b)) − σ(dCc) + dBσ(c))

is a morphism of complexes satisfying π′ ◦ ι = idA, and ι ◦ π′ ∼ ids(−g), where ‘∼’
means again homotopically equivalent.

�
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Change of complex

The following result is obvious. We quote it for future reference.

Proposition 2.42. Let f : A → B and g : B → C be morphisms of complexes such that
g is a quasi-isomorphism. Then, there is a natural quasi-isomorphism s(f) → s(g◦f). �

De Rham cohomology with support

Example 2.43. Let X be a differentiable manifold and Y a closed subset of X. Let us
denote by E(X) the complex of C-valued differential forms and by σ : E(X) → E(X \Y )
the restriction morphism. Then, the relative de Rham cohomology groups of the pair
(X, X \ Y ) are the cohomology groups of the simple s(σ). By standard arguments in
sheaf theory these groups can be naturally identified with the cohomology groups of the
constant sheaf C with support in Y , denoted by H∗

Y (X, C). Now let Z be another closed
subset of X and j the morphism

j : E(X \ Y ) ⊕ E(X \ Z) → E(X \ (Y ∪ Z))

given by j(ω, η) = −ω+η. The restriction of differential forms induces the Mayer–Vietoris
sequence

0 → E(X \ (Y ∩ Z)) → E(X \ Y ) ⊕ E(X \ Z)
j−→ E(X \ (Y ∪ Z)) → 0,

where the first map assigns to ω the pair (ω, ω). In this case the kernel-simple quasi-
isomorphism of Definition 2.37 is the quasi-isomorphism

ι : E(X \ (Y ∩ Z)) → s(−j). (2.44)

Using the quasi-isomorphism (2.43) together with Proposition 2.42, we obtain an isomor-
phism

Hn+m
Y ∩Z (X, C) ∼= Hn+m(E(X), s(−j)). (2.45)

Using partitions of unity and Proposition 2.41, one can construct a quasi-inverse of the
kernel-simple quasi-isomorphism ι, hence an inverse of the isomorphism (2.44).

2.3. Products in relative cohomology

External product

If A and B are complexes of R-modules, there is a well-defined external product

H∗(A) ⊗ H∗(B) → H∗(A ⊗ B).

In particular, there is an external product in relative cohomology

Hn(s(f1)) ⊗ Hm(s(f2)) → Hn+m(s(f1) ⊗ s(f2)).
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Proposition 2.46. The external product in relative cohomology can be identified with
the pairing

Hn(s(f1)) ⊗ Hm(s(f2)) → Hn+m(A1 ⊗ A2, s(id⊗f2 − f1 ⊗ id))

given by formula (2.20).

Proof. The result is a direct consequence of Proposition 2.20, the identification (2.17),
and Proposition 2.16. �

Cup product

We have defined an external product in relative cohomology. Moreover, if there is a
product defined on the level of complexes, then we obtain a cup product in relative
cohomology.

Theorem 2.47. Let

A1 ⊗ B2
f1⊗id �� B1 ⊗ B2

A1 ⊗ A2
f1⊗id ��

id ⊗f2

��

B1 ⊗ A2

id ⊗f2

��
•−−−−→

E0,1
δ �� E1,1

E0,0
β ��

α

��

E1,0

γ

��
(2.48)

be a morphism of commutative diagrams in the category of complexes. Let i : E0,0 →
E1,0 ⊕ E0,1, respectively j : E1,0 ⊕ E0,1 → E1,1, be the morphism given by

i(x) = (β(x), α(x)), respectively j(x, y) = −γ(x) + δ(y).

Then, there is a pairing

Hn(A1, B1) ⊗ Hm(A2, B2)
•−→ Hn+m(E0,0, s(−j))

given by

[a1, b1] • [a2, b2] = [a1 • a2, ((b1 • a2, (−1)na1 • b2), (−1)n−1b1 • b2)];

note that the map E0,0 → s(−j) is given by x 	→ (i(x), 0).

Proof. By Proposition 2.20 there is a pairing

Hn(A1, B1) ⊗ Hm(A2, B2) → Hn+m(s(ξ)),

where ξ is given by (2.17). Let η be the 2-iterated complex

η = (E0,0
i−→ E1,0 ⊕ E0,1

j−→ E1,1).

From the data given in the assumptions, we obtain a morphism • of 2-iterated complexes

• : ξ → η,

hence we obtain a morphism Hn+m(s(ξ)) → Hn+m(s(η)). By Proposition 2.16 the latter
cohomology group is isomorphic to Hn+m(E0,0, s(−j)), which completes the proof. �
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Remark 2.49. Letting A1 = 0 in the above notation and observing that Hn(0, B1) ∼=
Hn−1(B1), we obtain from Theorem 2.47 with E0,0 = 0 a pairing, also denoted by •,

Hn−1(B1) ⊗ Hm(A2, B2)
•−→ Hn+m−1(s(−j)) (2.50)

given by
[b1] • [a2, b2] = [(b1 • a2, 0), (−1)n−1b1 • b2].

Corollary 2.51. With the assumptions of Theorem 2.47 and Remark 2.49 we have a
commutative diagram:

Hn−1(B1) ⊗ Hm(A2, B2)
• ��

δ⊗id
��

Hn+m−1(s(−j))

δ

��
Hn(A1, B1) ⊗ Hm(A2, B2)

• �� Hn+m(E0,0, s(−j))

where δ is the connecting morphism in the long exact sequence of relative cohomology
described in Definition 2.40.

The cup product in de Rham cohomology with support

Example 2.52. Recall the notation of Example 2.43. Let us illustrate how the formalism
developed in Theorem 2.47 allows us to compute the product

Hn
Y (X, C) ⊗ Hm

Z (X, C) → Hn+m
Y ∩Z (X, C)

by means of differential forms. Let us write

A1 = A2 = E0,0 = E(X), B1 = E1,0 = E(X \ Y ),

B2 = E0,1 = E(X \ Z), E1,1 = E(X \ (Y ∪ Z)),

and let • be the wedge product ∧. Then, the assumptions of Theorem 2.47 are satisfied.
Hence the wedge product induces a pairing

Hn
Y (X, C) ⊗ Hm

Z (X, C) → Hn+m(E(X), s(−j)) (2.53)

given, for appropriate cocycles (ω, η) and (ω′, η′), by

(ω ∧ ω′, ((η ∧ ω′, (−1)nω ∧ η′), (−1)n−1η ∧ η′)); (2.54)

this is a cocycle in s(E(X), s(−j)). Then, the desired pairing is defined by composing the
pairing (2.52) with the inverse of the isomorphism (2.44). In particular, the cycle (2.53)
represents a class in Hn+m

Y ∩Z (X, C).
Using standard arguments from sheaf theory one can see that the product constructed

above agrees with the sheaf theoretic product in cohomology with support (see, for exam-
ple, [16, Proposition 2.5]). One can also compare this construction with the definition of
the Loday product in K-theory with support given in § 1.2.
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2.4. Truncated relative cohomology groups

Definition of truncated relative cohomology groups

Let A = (A∗, dA) be a complex of R-modules. We will denote by Zn(A) the submodule
of cocycles of An and by Ãn = An/ Im dA. For a ∈ An we write ã for its class in Ãn.
Recall that the bête filtration σpA of A is given by

(σpA)n =

{
An, if n � p,

0, if n < p.

Definition 2.55. Let f : (A∗, dA) → (B∗, dB) be a morphism of complexes of R-
modules. The truncated relative cohomology groups associated with f are defined by

Ĥn(A, B) = Hn(σnA, B).

In other words,

Ĥn(A, B) = {(a, b̃) ∈ Zn(A) ⊕ B̃n−1 | f(a) = dBb}.

Basic properties

If (a, b) ∈ Zn(s(A, B)), we denote by (a, b̃) its class in Ĥn(A, B). The relative and
truncated relative cohomology groups are R-modules in a natural way, and there are
various natural maps relating them. The most important ones are the class map

cl : Ĥn(A, B) → Hn(A, B), cl(a, b̃) = [a, b],

and the cycle map

ω : Ĥn(A, B) → Zn(A), ω(a, b̃) = a.

We also recall the maps a and b, namely

a : Ãn−1 → Ĥn(A, B), a(ã) = (−dAa,−f̃(a)),

and

b : Hn−1(B) → Ĥn(A, B), b([b]) = (0,−b̃).

Denoting the induced morphism a |Hn−1(A) : Hn−1(A) → Ĥn(A, B) also by a, we observe
for [a] ∈ Hn−1(A) the relation

a([a]) = b(f(a)). (2.56)

Finally, we note the following commutative diagram:

Zn(s(A, B))

�������������
�� Ĥn(A, B)

cl
��

Hn(A, B)
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Remark 2.57. The signs of the maps a and b are the reverse of the signs in [17].
This is due to the fact that the map b represents the connecting morphism in relative
cohomology and we have changed the convention on the sign of the connecting morphism
in order to be compatible with [26, p. 269]. The signs in the definition of the map a change
accordingly.

For more details about truncated relative cohomology groups and the proof of the
following proposition we refer to [17, p. 352].

Proposition 2.58. The following sequences are exact:

Hn−1(A, B) → Ãn−1 a−→ Ĥn(A, B) cl−→ Hn(A, B) → 0, (2.59)

0 → Hn−1(B) b−→ Ĥn(A, B) ω−→ Zn(A) → Hn(B), (2.60)

Hn−1(A, B) → Hn−1(A) a−→ Ĥn(A, B) cl ⊕ω−−−→ Hn(A, B) ⊕ Zn(A) → Hn(A) → 0. (2.61)

�

Functorial properties

Let f : A → B and f ′ : A′ → B′ be morphisms of complexes and let g : f → f ′ be a
morphism of the 2-iterated complexes f , f ′, i.e. g is a pair of morphisms (gA, gB) such
that the diagram

A
f ��

gA

��

B

gB

��
A′ f ′

�� B′

commutes.

Definition 2.62. The morphism induced (in truncated relative cohomology) by g is the
morphism

ĝ : Ĥn(A, B) → Ĥn(A′, B′)

defined by ĝ(a, b̃) = (gA(a), g̃B(b)).

The exact sequence (2.59) implies the following corollary.

Corollary 2.63. Let g be a morphism of 2-iterated complexes as in Definition 2.62 such
that gA is an isomorphism and gB is a quasi-isomorphism. Then, the morphism ĝ induced
by g is an isomorphism. �

This fundamental property of truncated relative cohomology groups will be of great
use later. We also note that the requirement of gA being an isomorphism is essential. If
we replace A by a quasi-isomorphic complex, the truncated relative cohomology groups
are no longer isomorphic.
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2.5. Products in truncated relative cohomology

The ∗-product

We now specialize the discussion about products in relative cohomology groups to the
case of truncated relative cohomology. Let f1 and f2 be as in § 2.3. Moreover, suppose
that we have the morphism of commutative diagrams (2.47). Then, there is an induced
morphism

σnA1 ⊗ B2 �� B1 ⊗ B2

σnA1 ⊗ σmA2 ��

��

B1 ⊗ σmA2

��
•−−−−→

E0,1 �� E1,1

σn+mE0,0 ��

��

E1,0

��

Definition 2.64. The ∗-product in truncated relative cohomology (induced by •) is the
pairing

Ĥn(A1, B1) ⊗ Ĥm(A2, B2)
∗ �� Ĥn+m(E0,0, s(−j))

provided by Theorem 2.47. In particular, for (a1, b̃1) ∈ Ĥn(A1, B1) and (a2, b̃2) ∈
Ĥm(A2, B2), it is given by

(a1, b̃1) ∗ (a2, b̃2) = (a1 • a2, ((b1 • a2, (−1)na1 • b2), (−1)n−1b1 • b2)∼). (2.65)

Notice that, since the ∗-product is induced by a pairing of complexes, the right-hand
side of the above equation is independent of the choice of representatives b1 and b2 of b̃1

and b̃2.

Properties of the ∗-product

We now summarize the basic properties of the ∗-product.

Proposition 2.66. With the above notation, there are commutative diagrams

Ĥn(A1, B1) ⊗ Ĥm(A2, B2)
∗ ��

cl ⊗ cl

��

Ĥn+m(E0,0, s(−j))

cl
��

Hn(A1, B1) ⊗ Hm(A2, B2)
• �� Hn+m(E0,0, s(−j))

and

Ĥn(A1, B1) ⊗ Ĥm(A2, B2)
∗ ��

ω⊗ω

��

Ĥn+m(E0,0, s(−j))

ω

��
Zn(A1) ⊗ Zm(A2)

• �� Zn+m(E0,0)

�
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Proposition 2.67. With the above notation we have the following statements.

(i) b(H(B1)) ∗ a(Ã2) = 0.

(ii) If [b1] ∈ Hn−1(B1) and g = (a2, b̃2) ∈ Ĥm(A2, B2), then the following equality
holds in the group Ĥn+m(E0,0, s(−j)):

b([b1]) ∗ g = b([b1] • cl(g))

with [b1] • cl(g) ∈ Hn+m−1(s(−j)) given by the pairing (2.49).

(iii) If ã1 ∈ Ãn−1
1 and g = (a2, b̃2) ∈ Ĥm(A2, B2), then the following equality holds in

the group Ĥn+m(E0,0, s(−j)):

a(ã1) ∗ g = a( ˜a1 • ω(g))

with ˜a1 • ω(g) ∈ Ẽn+m−1
0,0 given by the pairing A1 ⊗ A2

•−→ E0,0.

(iv) If [a1] ∈ Hn−1(A1), and g = (a2, b̃2) ∈ Ĥm(A2, B2), then, again in the group
Ĥn+m(E0,0, s(−j)), we have the equality

a([a1]) ∗ g = a([a1] • [a2]);

here [a2] is the class of a2 in Hm(A2).

Proof. (i) For [b1] ∈ Hn−1(B1) and ã2 ∈ Ã2, we have

b([b1]) ∗ a(ã2) = (0,−b̃1) ∗ (−dA2a2,−f̃2(a2))

= (0, ((b1 • dA2a2, 0), (−1)n−1b1 • f2(a2))∼).

Since b1 is a cycle, we have

(−1)n−1d((b1 • a2, 0), 0) = ((b1 • dA2a2, 0), (−1)n−1b1 • f2(a2)),

which immediately proves the first statement.

(ii) The formula we seek follows by a straightforward computation.

(iv) For a cycle a1 ∈ An−1
1 , we have

a(ã1) ∗ (a2, b̃2) = (0,−f̃1(a1)) ∗ (a2, b̃2)

= (0,−((f1(a1) • a2, 0), (−1)n−1f1(a1) • b2)∼).

Now we note

d((0, a1 • b2), 0) = ((0, dA1a1 • b2 + (−1)n−1a1 • dB2b2),−f1(a1) • b2),

hence
(−1)nd((0, a1 • b2), 0) = ((0,−a1 • f2(a2)), (−1)n−1f1(a1) • b2).

This immediately leads to

a(ã1) ∗ (a2, b̃2) = (0,−((f1(a1) • a2, a1 • f2(a2)), 0)∼) = a(ã1 • a2),

which proves the claim.

(iii) Since ω(g) = a2, the equality follows immediately from the proof given for part (iv).
�
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Example

The following gives an example of the formalism developed for truncated cohomology.
Let A be an associative, graded commutative, differential algebra over R, and B a

graded commutative, differential algebra over R, which is associative up to homotopy,
i.e. there exist morphisms

h : Bn ⊗ Bm ⊗ Bl → Bn+m+l−1

satisfying
(b1b2)b3 − b1(b2b3) = dh(b1 ⊗ b2 ⊗ b3) + hd(b1 ⊗ b2 ⊗ b3).

Furthermore, let f : A → B be a morphism of graded differential algebras satisfying

h(f(a1) ⊗ f(a2) ⊗ f(a3)) = 0

for all elements a1, a2, a3 in A.

Proposition 2.68. Let A, B, f : A → B be as above. Then, we have the following
statements.

(i) The truncated cohomology groups Ĥ∗(A, B) have a natural structure of an asso-
ciative, graded commutative algebra.

(ii) In the particular case assumed we have b(H∗(B)) ∗ Ĥ∗(A, B) = 0.

(iii) The class map cl : Ĥ∗(A, B) → H∗(A, B) is a morphism of algebras.

(iv) The cycle map ω : Ĥ∗(A, B) → Z∗(A) is a morphism of algebras.

Proof. The key point of the proof is to show (i). Then (iii), (iv) will follow from Propo-
sition 2.16; part (ii) is a direct consequence of the explicit description of the ∗-product
under the above assumptions and will be shown at the end of the proof.

By assumption, we have a morphism of commutative diagrams

A ⊗ B �� B ⊗ B

A ⊗ A ��

��

B ⊗ A

��
•−−−−→

B �� B

A ��

��

B

��

where • is given by the underlying algebra structure. Therefore, if j : B ⊕ B → B is the
morphism given by j(x, y) = −x + y, we obtain a pairing

Ĥn(A, B) ⊗ Ĥm(A, B) ∗−→ Ĥn+m(A, s(−j)).

Now consider the short exact sequence

0 �� B
i �� B ⊕ B

j �� B �� 0, (2.69)
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where the morphism i : B → B ⊕ B is given by i(x) = (x, x). By the kernel-
simple quasi-isomorphism (see Definition 2.37), i induces a quasi-isomorphism between
B and s(−j). By means of Corollary 2.63 we then obtain a natural isomorphism
Ĥn+m(A, s(−j)) ∼= Ĥn+m(A, B). Therefore, the ∗-product defines an inner product
on Ĥ∗(A, B).

We now give an explicit formula for the ∗-product. Since the exact sequence (2.68)
is split, we easily find an explicit quasi-inverse for the quasi-isomorphism induced by i.
Namely, by applying Proposition 2.41, we can choose a quasi-inverse from s(−j) to B by
the morphism given by

((x, y), z) 	→ x.

With this choice we derive from (2.64) the formula

(a1, b̃1) ∗ (a2, b̃2) = (a1a2, ˜b1f(a2)). (2.70)

By Corollary 2.63 this product does not depend on the choice of the quasi-inverse.
We now show that the ∗-product is graded commutative. To do so, let (a1, b̃1) ∈

Ĥn(A, B), (a2, b̃2) ∈ Ĥm(A, B), and let (a1, b1), (a2, b2) be respective representatives.
Then, the difference

(a1, b̃1) ∗ (a2, b̃2) − (−1)nm(a2, b̃2) ∗ (a1, b̃1)

is represented by

(a1a2 − (−1)nma2a1, b1f(a2) − (−1)nmb2f(a1)) = (0, b1f(a2) − (−1)nf(a1)b2).

Since db1 = f(a1) and db2 = f(a2), we obtain

(−1)n−1d(b1b2) = b1f(a2) − (−1)nf(a1)b2.

This shows
(a1, b̃1) ∗ (a2, b̃2) = (−1)nm(a2, b̃2) ∗ (a1, b̃1).

Finally, we show that the ∗-product is associative. For this purpose, let (a3, b̃3) ∈
Ĥ l(A, B) be a third element. Consider the difference

((a1, b̃1) ∗ (a2, b̃2)) ∗ (a3, b̃3) − (a1, b̃1) ∗ ((a2, b̃2) ∗ (a3, b̃3)),

which is represented by

((a1a2)a3, (b1f(a2))f(a3)) − (a1(a2a3), b1(f(a2)f(a3))).

We have to show that the class of the latter difference in Ĥn+m+l(A, B) is zero. By the
associativity of A, we have (a1a2)a3 = a1(a2a3). Moreover, by the associativity of B up
to homotopy we have

(b1f(a2))f(a3) − b1(f(a2)f(a3)) = dh(b1 ⊗ f(a2) ⊗ f(a3)) + hd(b1 ⊗ f(a2) ⊗ f(a3)).
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Since f(a2) and f(a3) are cycles, and since db1 = f(a1), we obtain by assumption

hd(b1 ⊗ f(a2) ⊗ f(a3)) = h(f(a1) ⊗ f(a2) ⊗ f(a3)) = 0.

From this the associativity of the ∗-product follows.
Statement (ii) is obvious from the explicit formula (2.69) given for the ∗-product. �

Remark 2.71. There are many discrepancies in the signs between this paper and the
previous papers [16,17]. The main source for these discrepancies is that the convention
for the sign of the connecting morphism in this paper is minus the connecting morphism
in [17]. In particular, compare formula (2.37) with [17, § 2]. But there are also some
differences in the sign of the product.

3. Green objects

The aim of this section is to develop an abstract theory of Green objects. It is a generaliza-
tion of [17] and some arguments, like the proof of the associativity and the commutativity
of [17], carry over to this abstract setting directly.

3.1. G-complexes

The Mayer–Vietoris principle

Definition 3.1. Let X be a topological space. We say that a sheaf F is a totally acyclic
sheaf, if the restriction F|U of F to U is acyclic for all open subsets U of X.

We note that for instance every flasque or fine sheaf on X is totally acyclic.

Definition 3.2. We say that a presheaf F on X satisfies the Mayer–Vietoris principle,
if the sequence

0 → F(U ∪ V ) i−→ F(U) ⊕ F(V )
j−→ F(U ∩ V ) → 0

with i(η) = (η, η) and j(ω, η) = −ω + η is exact for any pair of open subsets U and V

of X.

Proposition 3.3. Let X be a noetherian space. Then, a presheaf F on X satisfies the
Mayer–Vietoris principle, if and only if it is a totally acyclic sheaf.

Proof. Since X is noetherian, the exactness of

0 → F(U ∪ V ) i−→ F(U) ⊕ F(V )
j−→ F(U ∩ V )

is equivalent to the fact that F is a sheaf. If F is totally acyclic, then the map j is
surjective. Hence F satisfies the Mayer–Vietoris principle. Conversely, if F satisfies the
Mayer–Vietoris principle, one can use induction on the number of open sets to show
that, for any finite open covering U of X, the Čech cohomology group H1(U,F) vanishes.
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This implies that, if F ′ satisfies the Mayer–Vietoris principle, then for any short exact
sequence

0 → F ′ → F → F ′′ → 0

and any open set U , the sequence

0 → F ′(U) → F(U) → F ′′(U) → 0

is exact. Then, the Nine Lemma implies that, if the sheaves F ′ and F in an exact sequence
as above satisfy the Mayer–Vietoris principle, then F ′′ also does. One finally concludes
the proof as in [42, III 2.5]. �

Definition of G-complexes

In order to define arithmetic Chow groups with Green objects in a certain cohomology
theory, the main property we have to require of the cohomology theory is that it receives
characteristic classes from K-theory (at least from K0 and K1) with natural properties.
Since the arithmetic Chow groups will depend on the choice of the complex used to
compute the cohomology, it might be more important to have a particular property of
this complex than to have all the properties of a Gillet cohomology. Thus, in order to
have characteristic classes, but also to retain flexibility in the choice of the complexes,
we will ask only that the cohomology theory factors through a Gillet cohomology. Thus,
we fix a field k and an auxiliary Gillet complex G = G∗(∗) for regular schemes of finite
type over k. Furthermore, until the discussion of the functoriality, we also fix a regular
separated scheme X of finite type over k.

Definition 3.4. A G-complex over X is a graded complex C = (C∗(∗), d) of sheaves of
abelian groups over X together with a morphism

cC : G → C

in the derived category of graded complexes of sheaves of abelian groups over X such
that the sheaves Cn(p) satisfy the Mayer–Vietoris principle for all n, p. For a G-complex
(C, cC) over X we will simply write C as a shorthand.

Definition 3.5. A morphism of G-complexes over X is a morphism f : C → C′ of graded
complexes of sheaves of abelian groups over X such that the diagram

G cC ��

id
��

C
f

��
G

cC′ �� C′

commutes in the derived category of graded complexes of sheaves of abelian groups
over X.
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Cohomology groups of a G-complex

Notation 3.6. For an open subset U of X, the sections of Cn(p) over U will be denoted by
Cn(U, p). If ω ∈ Cn(X, p), we will write ω|U for the restriction of ω to U ; moreover, if the
open set U is clear from the context, we will simply write ω instead of ω|U . Furthermore,
if Y is a closed subset of X and U = X \ Y , we introduce the following notation:

H∗
C(X, p) = H∗(C(X, p)),

H∗
C(U, p) = H∗(C(U, p)),

H∗
C,Y (X, p) = H∗(C(X, p), C(U, p)).

Analogously, for any family ϕ of supports on X, we define the cohomology groups with
support in ϕ by H∗

C,ϕ(X, p).

Since the sheaves C∗(p) are totally acyclic, the cohomology of global sections agrees
with the hypercohomology of the complex. Hence, there are induced morphisms

H∗(X, G(p)) → H∗
C(X, p),

H∗(U,G(p)) → H∗
C(U, p),

H∗
Y (X, G(p)) → H∗

C,Y (X, p),

which, by abuse of notation, will be denoted again by cC .

Lemma 3.7. Let Y be a closed subset of X, and U = X \Y . Then, there is a morphism
of exact sequences

Hn(X, G(p)) ��

cC

��

Hn(U,G(p)) δ ��

cC

��

Hn+1
Y (X, G(p)) ��

cC

��

· · ·

Hn
C (X, p) �� Hn

C (U, p) δ �� Hn+1
C,Y (X, p) �� · · ·

Proof. The proof follows immediately from the fact that cC : G → C is a morphism of
sheaves. �

Characteristic classes in C-cohomology

Using the fact that there are well-defined characteristic classes in G-cohomology, we
can also define classes for cycles and K1-chains in C-cohomology.

Definition 3.8. Let y be a p-codimensional cycle of X, and Y = supp y. We define
clC(y) ∈ H2p

C,Y (X, p) to be the class

clC(y) = cC(clG(y)).

Let f ∈ Rp−1
p (X) be a K1-chain, y = div(f), Y = supp y, and U = X \ Y . We define

clC(f) ∈ H2p−1
C (U, p) to be the class

clC(f) = cC(clG(f)).

Here clG is given in Definition 1.50.
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If Y = supp y and Y ⊆ Z for a closed subset Z of X, by abuse of notation, we will
also denote by clC(y) the class in H2p

C,Z(X, p). If there is a danger of confusion, we will
write explicitly clC(y) ∈ H2p

C,Z(X, p) to indicate in which cohomology group the class is
considered. We will use the same convention for clC(f). In particular, if y = div(f), Y =
supp y, U = X \ Y , and W = supp f , we will consider the classes clC(f) ∈ H2p−1

C (U, p),
and clC(f) ∈ H2p−1

C,W\Y (U, p).
Observe that the cohomology G is only an auxiliary device to ensure the existence

of classes for cycles and K1-chains having good properties. The properties which will
be needed to define arithmetic Chow groups are summarized in the following lemma.
This lemma can be taken as an alternative starting point for the definition of arithmetic
Chow groups. It is an immediate consequence of the properties of characteristic classes
in G-cohomology.

Lemma 3.9. Let C be a G-complex over X. Then, we have the following statements.

(i) For any family ϕ of supports on X, the map clC induces a morphism of groups

Zp
ϕ(X) → H2p

C,ϕ(X, p)

which is compatible with change of support; here Zp
ϕ(X) = Rp

p,ϕ(X) is the group
of p-codimensional cycles on X with support on ϕ.

(ii) For a K1-chain f ∈ Rp−1
p (X), put y = div(f), Y = supp y, and U = X \ Y . Then,

the equality
clC(div(f)) = δ clC(f) ∈ H2p

C,Y (X, p)

holds, where δ is the connection morphism

δ : H2p−1
C (U, p) → H2p

C,Y (X, p).

Moreover, if g ∈ Rp−1
p (X) is another K1-chain, z = div(g), and Z = supp z, we

have
clC(f) + clC(g) = clC(f + g) ∈ H2p−1

C (X \ (Y ∪ Z), p).

(iii) If h ∈ Rp−2
p (X) is a K2-chain, then the class clC(dh) vanishes in the group

H2p−1
C (X, p).

�

Lemma 3.9 has the following direct consequences.

Corollary 3.10. For any family ϕ of supports on X, there are well-defined morphisms

clC : CHp
ϕ(X) → H2p

C,ϕ(X, p),

clC : CHp−1,p
ϕ (X) → H2p−1

C,ϕ (X, p).

�
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Following [6], let us denote by Zp = Zp(X) the set of all closed subsets of X of
codimension greater or equal to p ordered by inclusion. We then write

Hn
C (X \ Zp, p) = lim−→

Y ∈Zp

Hn
C (X \ Y, p),

Hn
C,Zp(X, p) = lim−→

Y ∈Zp

Hn
C,Y (X, p).

Corollary 3.11. The following diagram is commutative and has exact rows:

CHp−1,p(X) ��

clC
��

Rp−1
p (X)/dRp−2

p (X) div ��

clC
��

Rp
p(X) ��

clC
��

CHp(X)

clC
��

H2p−1
C (X, p) �� H2p−1

C (X \ Zp, p)
δ �� H2p

C,Zp(X, p) �� H2p
C (X, p)

�

Purity

In many cases the cohomology theory associated with a G-complex C will satisfy a
purity axiom, e.g. if C-cohomology and G-cohomology agree. Later on we will see that
the arithmetic Chow groups obtained in this case have better properties.

Definition 3.12. We say that the G-complex C satisfies the weak purity condition, if for
any closed subset Y of X of codimension greater or equal to p, we have

H2p−1
C,Y (X, p) = 0.

Recall that for any complex A, we let Ã = A/ Im d. In order to be able to deal with
complexes which may not satisfy the weak purity condition, we introduce the following
notation:

C̃2p−1(X, p)pure = C̃2p−1(X, p)/ Im(H2p−1
C,Zp (X, p) → C̃2p−1(X, p)),

H2p−1
C (X, p)pure = H2p−1

C (X, p)/ Im(H2p−1
C,Zp (X, p) → H2p−1

C (X, p)).

Note that, if C satisfies the weak purity condition, then

C̃2p−1(X, p)pure = C̃2p−1(X, p),

H2p−1
C (X, p)pure = H2p−1

C (X, p).

3.2. Definition of Green objects

Preliminaries

Given a G-complex C = (C∗(∗), d) over X, we will define Green objects with values in
this complex. For concrete examples we refer to [17], or §§ 6 and 7 below.
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Notation 3.13. Let Y be a closed subset of X, and U = X \ Y . We will then write

Ĥn
C,Y (X, p) = Ĥn(C(X, p), C(U, p)),

where Ĥn(C(X, p), C(U, p)) are the truncated relative cohomology groups defined in § 2.4.
We will also write

Ĥn
C,Zp(X, p) = lim−→

Y ∈Zp

Ĥn
C,Y (X, p).

By writing

C(X \ Zp, p) = lim−→
Y ∈Zp

C(X \ Y, p),

we have

Ĥn
C,Zp(X, p) = Ĥn(C(X, p), C(X \ Zp, p)).

From the definition of the truncated relative cohomology groups we recall the mor-
phisms

cl : Ĥn
C,Zp(X, p) → Hn

C,Zp(X, p),

ω : Ĥn
C,Zp(X, p) → Z(Cn(X, p)),

a : C̃n−1(X, p) → Ĥn
C,Zp(X, p),

a : Hn−1
C (X, p) → Ĥn

C,Zp(X, p),

b : Hn−1
C (X \ Zp, p) → Ĥn

C,Zp(X, p);

analogous morphisms exist for Ĥn
C,Y (X, p) with Y a closed subset of X. We leave it to the

reader to write down the exact sequences of Proposition 2.58 in these cases. In particular,
for Y ∈ Zp we note the commutative diagram with exact rows

Hn−1
C,Y (X, p) ��

��

C̃n−1(X, p)
a �� Ĥn

C,Y (X, p) cl ��

��

Hn
C,Y (X, p) ��

��

0

Hn−1
C,Zp(X, p) �� C̃n−1(X, p)

a �� Ĥn
C,Zp(X, p) cl �� Hn

C,Zp(X, p) �� 0

(3.14)

While dealing with p-codimensional cycles, we will be mainly interested in the groups
with n = 2p. In this case we obtain as a direct consequence of Proposition 2.58.

Proposition 3.15. There are exact sequences

0 → C̃2p−1(X, p)pure a−→ Ĥ2p
C,Zp(X, p) cl−→ H2p

C,Zp(X, p) → 0, (3.16)

0 → H2p−1
C (X, p)pure a−→ Ĥ2p

C,Zp(X, p) cl ⊕ω−−−→ H2p
C,Zp(X, p) ⊕ Z C2p(X, p) → H2p

C (X, p) → 0.

(3.17)

�
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Green objects

Definition 3.18. Let y be a p-codimensional cycle on X. A Green object for the class
of y (with values in C) is an element gy ∈ Ĥ2p

C,Zp(X, p) such that

cl(gy) = clC(y) ∈ H2p
C,Zp(X, p).

In other words, a Green object for the class of y is a pair gy = (ωy, g̃y) with
ωy ∈ Z C2p(X, p) and g̃y ∈ C̃2p−1(X \ Zp, p) such that ωy = dgy and such that this pair
represents the class of y in H2p

C,Zp(X, p); note that gy here denotes a representative of g̃y

in C2p−1(X \ Zp, p).

Observe that the Green objects for the class of any p-codimensional cycle belong to the
same space Ĥ2p

C,Zp(X, p). This is the reason for taking the limit over all p-codimensional
cycles of X. Nevertheless, sometimes it will be necessary to have a more precise control
on the group in which a Green object is defined.

Definition 3.19. Let y be a p-codimensional cycle on X with Y = supp y. A Green
object for the cycle y is an element gy ∈ Ĥ2p

C,Y (X, p) such that

cl(gy) = clC(y) ∈ H2p
C,Y (X, p).

Definition 3.20. Let Z be a closed subset of X, and y ∈ CHp
Z(X). A weak Green object

for y with support in Z is an element gy ∈ Ĥ2p
C,Z(X, p) such that

cl(gy) = clC(y) ∈ H2p
C,Z(X, p).

Remark 3.21. A Green object for the cycle y represents a cohomology class with sup-
port exactly equal to the support of y. A Green object for the class of y represents a
cohomology class whose support has the same codimension as y, but may be bigger than
the support of y. From Proposition 3.23 (iii) below, it will be clear that, if the G-complex
C satisfies the weak purity condition, there is no difference between a Green object for
the class of y and a Green object for the cycle y. As we will see, even in the case of a
complex which does not satisfy the weak purity condition, the distinction between these
two kinds of Green objects is a minor technical point. In contrast to this, a weak Green
object for y represents a cohomology class whose support may be bigger than the support
of y, and may even have codimension smaller than the codimension of y. In general, a
weak Green object gy carries less information than a Green object for y and is not a
Green object for the class of y. Weak Green objects appear naturally when handling
non-proper intersections and are therefore useful in intermediate steps.

Additivity

Remark 3.22. If gy is a Green object for y, and gz a Green object for z such that
supp(y + z) = supp(y) ∪ supp(z), Lemma 3.9 implies that gy + gz is a Green object for
y + z. On the other hand, if supp(y + z) � supp(y) ∪ supp(z), then gy + gz determines
only a Green object for the class of y + z.
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Existence of Green objects

Proposition 3.23. Let C be a G-complex on X, and let y be any p-codimensional cycle
on X with Y = supp y. Then, we have the following statements.

(i) There exists a Green object gy ∈ Ĥ2p
C,Zp(X, p) for the class of y.

(ii) Any Green object gy for the class of y can be lifted to a Green object
g′

y ∈ Ĥ2p
C,Y (X, p) for y.

(iii) If the G-complex C satisfies the weak purity condition, the morphism

Ĥ2p
C,Y (X, p) → Ĥ2p

C,Zp(X, p)

is injective. Therefore, the Green object g′
y for y is uniquely determined by the

Green object gy for the class of y in this case.

Proof. (i) The first statement is an immediate consequence of the surjectivity of the
class map cl in the exact sequence (3.15).

(ii) Since the class of the cycle y lies in H2p
C,Y (X, p), the second statement follows from a

standard diagram chase in the commutative diagram (3.13).

(iii) If C satisfies the weak purity condition, the commutative diagram (3.13) gives rise
to the diagram

0 �� C̃2p−1(X, p)
a �� Ĥ2p

C,Y (X, p) cl ��

��

H2p
C,Y (X, p) ��

��

0

0 �� C̃2p−1(X, p)
a �� Ĥ2p

C,Zp(X, p) cl �� H2p
C,Zp(X, p) �� 0

where the vertical map on the right is injective. Therefore, by the five lemma, the vertical
map in the middle is also injective. �

The Green object associated to a K1-chain

Definition 3.24. For a K1-chain f ∈ Rp−1
p (X) with y = div(f), and Y = supp y, we

denote by g(f) the distinguished Green object

g(f) = b(clC(f)) ∈ Ĥ2p
C,Y (X, p).

If we need to specify the G-complex C, we will write gC(f) instead of g(f).

Remark 3.25. By Lemma 3.9 (ii), g(f) is a well-defined Green object for y = div f . By
Lemma 3.9 (iii), we have g(dh) = 0 for any K2-chain h. This means in particular that
the distinguished Green object g(f) depends only on the class of f in CHp−1,p(X \ Y ).
In other words, for any closed subset Z of X and U = X \ Z, there is a well-defined
morphism

CHp−1,p(U) → Ĥ2p
C,Z(X, p)

which we also denote by g.
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3.3. The ∗-product of Green objects

In this section we will define a pairing of Green objects, the ∗-product, following
the strategy of Proposition 2.68. We will define the ∗-product for any pairing of G-
complexes which is compatible with the product given in G-cohomology. This will ensure
the compatibility with the intersection product of cycles.

Pairing of G-complexes

Definition 3.26. Let C, C′ and C′′ be G-complexes over X with the same auxiliary
cohomology G. A G-pairing is a pairing of graded complexes of sheaves of abelian groups

C ⊗ C′ •−→ C′′

such that, in the derived category of graded complexes of sheaves of abelian groups over
X, there is a commutative diagram

G
L
⊗ G

cC⊗cC′ ��

��

C
L
⊗ C′

��
•

��
G

cC′′ �� C′′

where the vertical arrow on the left is the product in G-cohomology (see [34, 1.1]).

The ∗-product of Green objects

Definition 3.27. Let C be a G-complex over X. Let Y , Z be closed subsets of X,
U = X \ Y , V = X \ Z, respectively, and let

j : Cn(U, p) ⊕ Cn(V, p) → Cn(U ∩ V, p)

be the map given by j(ω, η) = −ω + η; we then put

C(X; Y, Z, p) = s(−j).

Observe that this complex is, up to the sign of the morphism, the Čech complex associated
to the sheaf C and the open covering {U, V }.

The kernel-simple quasi-isomorphism (see Definition 2.37) associated to the short exact
sequence

0 → Cn(U ∪ V, p) i−→ Cn(U, p) ⊕ Cn(V, p)
j−→ Cn(U ∩ V, p) → 0 (3.28)

with i(η) = (η, η), is the induced morphism

ι : C(U ∪ V, p) → C(X; Y, Z, p). (3.29)

Throughout this section we will assume that there are given three G-complexes C, C′,
C′′ over X, and that • is a G-pairing between C and C′ to C′′. Furthermore, let Y , Z be
closed subsets of X, and U = X \ Y , V = X \ Z, respectively. Since • is a pairing of
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sheaves, and therefore compatible with restrictions, it induces for all p, q a morphism of
commutative diagrams

C(X, p) ⊗ C′(V, q) �� C(U, p) ⊗ C′(V, q)

C(X, p) ⊗ C′(X, q) ��

��

C(U, p) ⊗ C′(X, q)

��
•−−→

C′′(V, p + q) �� C′′(U ∩ V, p + q)

C′′(X, p + q) ��

��

C′′(U, p + q)

��

(3.30)

Theorem 3.31. There exist well-defined pairings and a commutative diagram

Ĥn
C,Y (X, p) ⊗ Ĥm

C′,Z(X, q) ∗ ��

cl ⊗ cl

��

Ĥn+m
C′′,Y ∩Z(X, p + q)

cl
��

Hn
C,Y (X, p) ⊗ Hm

C′,Z(X, q) • �� Hn+m
C′′,Y ∩Z(X, p + q)

Proof. By Proposition 2.47 and Proposition 2.66, we have with r = p + q, well-defined
pairings and a commutative diagram

Ĥn
C,Y (X, p) ⊗ Ĥm

C′,Z(X, q) ∗ ��

cl ⊗ cl
��

Ĥn+m(C′′(X, r), C′′(X; Y, Z, r))

cl

��
Hn

C,Y (X, p) ⊗ Hm
C′,Z(X, q) • �� Hn+m(C′′(X, r), C′′(X; Y, Z, r))

(3.32)

Using the kernel-simple quasi-isomorphism (3.28) and Corollary 2.63, we obtain the iso-
morphisms

Hn+m
C′′,Y ∩Z(X, r)

∼=−→ Hn+m(C′′(X, r), C′′(X; Y, Z, r)), (3.33)

Ĥn+m
C′′,Y ∩Z(X, r)

∼=−→ Ĥn+m(C′′(X, r), C′′(X; Y, Z, r)). (3.34)

This completes the proof of the claim. �

Remark 3.35. Let (ω, g̃) ∈ Ĥn
C,Y (X, p), and (ω′, g̃′) ∈ Ĥm

C′,Z(X, q). A representative
of (ω, g̃) ∗ (ω′, g̃′) in the group Ĥn+m(C′′(X, r), C′′(X; Y, Z, r)) is then given by for-
mula (2.64). Observe that, in order to obtain an explicit representative for this class
in the group

Ĥn+m
C′′,Y ∩Z(X, p + q) = Ĥn+m(C′′(X, p + q), C′′(X \ (Y ∩ Z), p + q)),

we have to use an explicit quasi-inverse of the kernel-simple quasi-isomorphism. This will
be done in the examples (see, for example, § 6.1).
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The ∗-product and the intersection product

The above pairing induced by • in cohomology with support is compatible with the
product defined in G-cohomology.

Theorem 3.36. There is a commutative diagram

Hn
Y (X, G(p)) ⊗ Hm

Z (X, G(q)) · ��

cC⊗cC′

��

Hn+m
Y ∩Z (X, G(p + q))

cC′′

��
Hn

C,Y (X, p) ⊗ Hm
C′,Z(X, q) • �� Hn+m

C′′,Y ∩Z(X, p + q)

Proof. The proof follows from standard arguments in sheaf theory (see [38, 6.2], [47,
II.10], [16, 2.5] and Example 2.52). �

Theorem 3.37. Let y ∈ CHp
Y (X), z ∈ CHq

Z(X) with closed subsets Y , Z of X, respec-
tively. Let gy ∈ Ĥ2p

C,Y (X, p), gz ∈ Ĥ2q
C′,Z(X, q) be weak Green objects for y, z, respectively,

and let w = y · z ∈ CHp+q
Y ∩Z(X). Then, the ∗-product gy ∗ gz is a weak Green object for w.

Moreover, if gy = (ωy, g̃y), and gz = (ωz, g̃z), then gy ∗ gz is represented in the group
Ĥ2p+2q(C′′(X, p + q), C′′(X; Y, Z, p + q)) by the element

(ωy • ωz, ((gy • ωz, ωy • gz),−gy • gz)∼). (3.38)

Proof. We have to show that cl(gy ∗ gz) = clC′′(w) ∈ H2p+2q
C′′,Y ∩Z(X, p + q). But by Theo-

rem 3.31, we have

cl(gy ∗ gz) = cl(gy) • cl(gz) = clC(y) • clC′(z) = cC(clG(y)) • cC′(clG(z)).

Now, by Theorem 3.36, cC(clG(y))• cC′(clG(z)) = cC′′(clG(y) · clG(z)). Finally, by Proposi-
tion 1.54, clG(y) · clG(z) = clG(w). The claimed formula (3.37) follows from (2.64) taking
into account the degrees of ωy and gy. �

Theorem 3.39. Let y be a p-codimensional, respectively z a q-codimensional, cycle
of X, and Y = supp y, respectively Z = supp z. Let gy ∈ Ĥ2p

C,Zp(X, p), respectively
gz ∈ Ĥ2q

C′,Zq (X, q) be Green objects for the class of y, respectively z. Let g′
y ∈ Ĥ2p

C,Y (X, p),
respectively g′

z ∈ Ĥ2q
C′,Z(X, q) be representatives of gy, respectively gz. If y and z intersect

properly, we have the following statements.

(i) The product g′
y ∗ g′

z is a Green object for the cycle y · z.

(ii) The image of g′
y ∗ g′

z in Ĥ2p+2q
C′′,Zp+q (X, p + q) does not depend on the choice of the

representatives g′
y and g′

z.

Proof. The first statement is a direct consequence of Theorem 3.37. Observe that, if
the complexes C and C′ satisfy the weak purity condition, the second statement is auto-
matically fulfilled.
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To prove the second statement in the case in which the weak purity condition is not
satisfied, we let g′′

y be another choice for a lift of gy. We then consider the commutative
diagram (3.13), i.e.

H2p−1
C,Y (X, p) ��

��

C̃2p−1(X, p)
a �� Ĥ2p

C,Y (X, p) cl ��

��

H2p
C,Y (X, p) ��

��

0

H2p−1
C,Zp (X, p) �� C̃2p−1(X, p)

a �� Ĥ2p
C,Zp(X, p) cl �� H2p

C,Zp(X, p) �� 0

Since we are not assuming weak purity, the vertical map on the right of this diagram
need not be injective. But, by the definition of a Green object for a cycle, we know that
the images of g′

y and g′′
y by the class map agree in H2p

C,Y (X, p). Therefore, we have

g
′
y − g

′′
y = a(x̃)

for some x ∈ C2p−1(X, p). Moreover, since g′
y and g′′

y have the same image in Ĥ2p
C,Zp(X, p),

we have a(x̃) = 0 in the group Ĥ2p
C,Zp(X, p) which implies ω(a(x̃)) = 0, and hence shows

dx = 0. Therefore, x̃ ∈ H2p−1
C,Zp (X, p) ⊆ C̃2p−1(X, p) which implies that x̃ arises as the

image of a class in H2p−1
C,W (X, p) for a suitable closed subset W of X of codimension

greater or equal to p. Writing g′
z = (ωz, g̃

′
z), we obtain by Proposition 2.67 (iii), the

equality

a(x̃) ∗ g
′
z = a(x̃ • ωz)

in the group Ĥ2p+2q
C′′,W∩Z(X, p + q). By the moving lemma for cycles, there exists a cycle z′

linearly equivalent to z which intersects W properly. Since the class of z′ in H2q
C′ (X, q)

can also be represented by ωz, the class

x̃ • ωz ∈ C̃′′2p+2q−1(X, p + q)

arises as the image of a class with support in the closed subset W ∩ supp z′ which has
codimension greater or equal to p + q; this shows that this class also arises as the image
of a class in H2p+2q−1

C′′,Zp+q (X, p + q). By exactness, the element a(x̃ • ωz) therefore vanishes
in Ĥ2p+2q

C′′,Zp+q (X, p + q). This proves the claim. �

Definition 3.40. Let y be a p-codimensional cycle on X, gy ∈ Ĥ2p
C,Zp(X, p) a Green

object for the class of y; let z be a q-codimensional cycle on X, gz ∈ Ĥ2q
C′,Zq (X, q) a

Green object for the class of z. Then, the ∗-product of gy with gz, denoted by gy ∗ gz, is
defined as the image of g′

y ∗ g′
z in the group Ĥ2p+2q

C′′,Zp+q (X, p + q), where g′
y, respectively

g′
z, is any lift of gy, respectively gz.

Note that, in the above definition, the image of gy ∗ gz ∈ Ĥ2p+2q
C′′,Zp+q (X, p + q) is a well-

defined Green object for the class of y · z by Theorem 3.39.
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3.4. Associativity and commutativity

Associativity

Let C1, C2, C3, C12, C23, C123 be G-complexes and assume that there are G-pairings

C1 ⊗ C2 → C12,

C2 ⊗ C3 → C23,

C12 ⊗ C3 → C123,

C1 ⊗ C23 → C123,

which we will denote collectively by •. Recall that the product • is called associative up
to homotopy, if there exist sheaf morphisms

ha : Cn
1 (· , p) ⊗ Cm

2 (· , q) ⊗ Cl
3(· , r) → Cn+m+l−1

123 (· , p + q + r)

satisfying

(α • β) • γ − α • (β • γ) = dha(α ⊗ β ⊗ γ) + had(α ⊗ β ⊗ γ).

In order to have an associative product in the arithmetic Chow groups, we will need a
slightly stronger condition than associativity up to homotopy.

Definition 3.41. The product • is called pseudo-associative, if it is associative up to
homotopy and the equality

ha(α ⊗ β ⊗ γ) = 0

holds for all α ∈ Z C2p
1 (X, p), β ∈ Z C2q

2 (X, q), γ ∈ Z C2r
3 (X, r).

Theorem 3.42. Assume that the product • is associative up to homotopy. Further-
more, let Y , Z, W be closed subsets of X, and g1 ∈ Ĥ2p

C1,Y (X, p), g2 ∈ Ĥ2q
C2,Z(X, q),

g3 ∈ Ĥ2r
C3,W (X, r) with gj = (ωj , g̃j) for j = 1, 2, 3. Then, we have the following state-

ments.

(i) In the group Ĥ2p+2q+2r
C123,Y ∩Z∩W (X, p + q + r), there is an equality

(g1 ∗ g2) ∗ g3 − g1 ∗ (g2 ∗ g3) = a(ha(ω1 ⊗ ω2 ⊗ ω3)). (3.43)

(ii) For g1, or g2, or g3 ∈ Ker(ω), the equality

(g1 ∗ g2) ∗ g3 = g1 ∗ (g2 ∗ g3)

holds.

(iii) Moreover, if the product • is pseudo-associative, again the equality

(g1 ∗ g2) ∗ g3 = g1 ∗ (g2 ∗ g3)

holds.
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Proof. The statements (ii) and (iii) follow immediately from (i). To prove (i), let us
write t = p + q + r, and let

f1 : C1(X, p) → C1(X \ Y, p),

f2 : C2(X, p) → C2(X \ Z, p),

f3 : C3(X, p) → C3(X \ W, p)

be the restriction morphisms. For simplicity, let us denote C123 by C. By means of the
identification (2.24) we now observe that the product • induces a morphism of 2-iterated
complexes between f1 ⊗ f2 ⊗ f3 and the 2-iterated complex

ξ = (C(X, t) δ1−→ C(X \ Y, t) ⊕ C(X \ Z, t) ⊕ C(X \ W, t)
δ2−→ C(X \ (Y ∪ Z), t) ⊕ C(X \ (Y ∪ W ), t) ⊕ C(X \ (Z ∪ W ), t)
δ3−→ C(X \ (Y ∪ Z ∪ W ), t)); (3.44)

here

δ1(a) = (a, a, a),

δ2(a, b, c) = (b − a, c − a, c − b),

δ3(a, b, c) = a − b + c.

Let us denote by C(X; Y, Z, W, t) the simple complex of the 2-iterated complex

C(X \ Y, t) ⊕ C(X \ Z, t) ⊕ C(X \ W, t)
−δ2−−→ C(X \ (Y ∪ Z), t) ⊕ C(X \ (Y ∪ W ), t) ⊕ C(X \ (Z ∪ W ), t)
−δ3−−→ C(X \ (Y ∪ Z ∪ W ), t). (3.45)

Except for the signs of the morphisms this is the Čech complex associated to the open
covering {X \ Y, X \ Z, X \ W}. As in Proposition 2.16, there is a natural isomorphism

s(ξ) → s(C(X, t) δ1−→ C(X; Y, Z, W, t))

which is given by the identity on the level of elements.
Let us consider the commutative diagram

C(X \ (Y ∩ Z ∩ W ), t)
i1 ��

i2

��

C(X; Y ∩ Z, W, t)

k1

��
C(X; Y, Z ∩ W, t)

k2 �� C(X; Y, Z, W, t)

(3.46)

where

i1(a) = ((a, a), 0),

i2(a) = ((a, a), 0),

k1((a, b), c) = ((a, a, b), (0, c, c), 0),

k2((a, b), c) = ((a, b, b), (c, c, 0), 0).
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The Mayer–Vietoris principle of the sheaf C implies that all the arrows in the above
diagram are quasi-isomorphisms.

Recalling C(X; Y, Z, t) from Definition 3.27, we introduce the notation

Ĥ2t
C,Y,Z(X, t) = Ĥ2t(C(X, t), C(X; Y, Z, t)),

Ĥ2t
C,Y,Z,W (X, t) = Ĥ2t(C(X, t), C(X; Y, Z, W, t)),

and similar notation for the other closed subsets under consideration. We then obtain
from the commutative diagram (3.45) and Corollary 2.63 the commutative diagram

Ĥ2t
C,Y ∩Z∩W (X, t)

i1 ��

i2

��

Ĥ2t
C,Y ∩Z,W (X, t)

k1

��
Ĥ2t

C,Y,Z∩W (X, t)
k2 �� Ĥ2t

C,Y,Z,W (X, t)

where all the arrows are isomorphisms. Therefore, in order to prove equation (3.42), it is
enough to compare explicit representatives of both elements in the group Ĥ2t

C,Y,Z,W (X, t).
To obtain these representatives, we consider the commutative diagram

Ĥ2p
C1,Y (X, p) ⊗ Ĥ2q+2r

C23,Z∩W (X, q + r) ∗ ��

∼=
��

Ĥ2t
C,Y,Z∩W (X, t)

k2

��
Ĥ2p

C1,Y (X, p) ⊗ Ĥ2q+2r
C23,Z,W (X, q + r) ∗ �� Ĥ2t

C,Y,Z,W (X, t)

where the bottom arrow is induced from the morphism β1 given in Proposition 2.26. We
thus obtain

(a, b) ∗ (c, (d, e), f) = (a • c, (b • c, a • d, a • e), (−b • d, −b • e, a • f), b • f).

Analogously, there is another commutative diagram

Ĥ2p+2q
C12,Y ∩Z(X, p + q) ⊗ Ĥ2r

C3,W (X, r) ∗ ��

∼=
��

Ĥ2t
C,Y ∩Z,W (X, t)

k1

��
Ĥ2p+2q

C12,Y,Z(X, p + q) ⊗ Ĥ2r
C3,W (X, r) ∗ �� Ĥ2t

C,Y,Z,W (X, t)

where the bottom arrow is induced from the morphism β2 given in Proposition 2.26. We
obtain

(a, (b, c), d) ∗ (e, f) = (a • e, (b • e, c • e, a • f), (d • e,−b • f,−c • f), d • f).

Summarizing, we find the following identities in the group Ĥ2t
C,Y,Z,W (X, t)

(g1 ∗ g2) ∗ g3 = ((ω1 • ω2) • ω3, (((g1 • ω2) • ω3, (ω1 • g2) • ω3, (ω1 • ω2) • g3),

(−(g1 • g2) • ω3,−(g1 • ω2) • g3,−(ω1 • g2) • g3),−(g1 • g2) • g3)∼),



Cohomological arithmetic Chow rings 73

and

g1 ∗ (g2 ∗ g3) = (ω1 • (ω2 • ω3), ((g1 • (ω2 • ω3), ω1 • (g2 • ω3), ω1 • (ω2 • g3)),

(−g1 • (g2 • ω3),−g1 • (ω2 • g3),−ω1 • (g2 • g3)),−g1 • (g2 • g3))∼).

With the element y ∈ C2t−2(X; Y, Z, W, t) given by

y = ((ha(g1 ⊗ ω2 ⊗ ω3), ha(ω1 ⊗ g2 ⊗ ω3), ha(ω1 ⊗ ω2 ⊗ g3)),

(ha(g1 ⊗ g2 ⊗ ω3), ha(g1 ⊗ ω2 ⊗ g3), ha(ω1 ⊗ g2 ⊗ g3)),−ha(g1 ⊗ g2 ⊗ g3)),

we derive the identity

(g1 ∗ g2) ∗ g3 − g1 ∗ (g2 ∗ g3) − (0, dy) = a(ha(ω1 ⊗ ω2 ⊗ ω3)), (3.47)

which proves (i). �

Commutativity

Let C1 and C be G-complexes and let

• : C1 ⊗ C1 → C

be a G-pairing. Recall that the pairing • is commutative up to homotopy, if there exist
sheaf morphisms

hc : Cn
1 (· , p) ⊗ Cm

1 (· , q) → Cn+m−1(· , p + q)

satisfying
α • β − (−1)nmβ • α = dhc(α ⊗ β) + hcd(β ⊗ α).

As in the case of the associativity, in order to have a commutative product on the
level of arithmetic groups, we need a slightly stronger condition than commutativity up
to homotopy.

Definition 3.48. The product • is called pseudo-commutative, if it is commutative up
to homotopy and if the equality

hc(α ⊗ β) = 0

holds for all α ∈ Z C2p
1 (X, p) and β ∈ Z C2q

1 (X, q).

Theorem 3.49. Let Y and Z be closed subsets of X, and g1 ∈ Ĥ2p
C1,Y (X, p), g2 ∈

Ĥ2q
C1,Z(X, q) with gj = (ωj , g̃j) for j = 1, 2. Then, we have the following statements.

(i) In the group Ĥ2p+2q
C,Y ∩Z(X, p + q), there is an equality

g1 ∗ g2 − g2 ∗ g1 = a(hc(ω1 ⊗ ω2)).

(ii) For g1 or g2 ∈ Ker(ω), the equality

g1 ∗ g2 = g2 ∗ g1

holds.
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(iii) Moreover, if the product • is pseudo-commutative, again the equality

g1 ∗ g2 = g2 ∗ g1

holds.

Proof. The statements (ii) and (iii) follow immediately from (i). To prove (i), let us
write s = p + q. We recall that g1 ∗ g2 is defined as an element of

Ĥ2s
C,Y,Z(X, s) = Ĥ2s(C(X, s), C(X; Y, Z, s))

with C(X; Y, Z, s) given in Definition 3.27. By means of the inverse of the isomorphism

Ĥ2s
C,Y ∩Z(X, s)

∼=−→ Ĥ2s
C,Y,Z(X, s),

which is induced by the kernel-simple quasi-isomorphism, the element g1 ∗ g2 is sent to
Ĥ2s

C,Y ∩Z(X, s). We now consider the commutative diagram of complexes

C(X; Y, Z, s)

T

��

C(X \ (Y ∩ Z), s)

i

���������������

i

���������������

C(X; Z, Y, s)

where T ((α, β), γ) = ((β, α),−γ). We note that the isomorphism T induces an isomor-
phism, also denoted by T ,

T : Ĥ2s
C,Y,Z(X, s)

∼=−→ Ĥ2s
C,Z,Y (X, s).

We are left to compare the element

T ((ω1, g̃1) ∗ (ω2, g̃2)) = T (ω1 • ω2, ((g1 • ω2, ω1 • g2),−g1 • g2)∼)

= (ω1 • ω2, ((ω1 • g2, g1 • ω2), g1 • g2)∼)

with the element

(ω2, g̃2) ∗ (ω1, g̃1) = (ω2 • ω1, ((g2 • ω1, ω2 • g1),−g2 • g1)∼)

in the group Ĥ2s
C,Z,Y (X, s). To do this, let us consider the element y ∈ C2s−2(X; Z, Y, s)

given by

y = ((hc(ω1 ⊗ g2), hc(g1 ⊗ ω2)), hc(g1 ⊗ g2)).

With this element we derive

T (g1 ∗ g2) − g2 ∗ g1 − (0, dy) = a(hc(ω1 ⊗ ω2)); (3.50)

here we have used the fact that the elements ωj have even degree, and the elements gj

have odd degree. This completes the proof of (i). �
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G-algebras and G-modules

The above results can be applied to the case of G-algebras and G-modules.

Definition 3.51. A G-algebra over X is a G-complex C together with a G-pairing

• : C ⊗ C → C

making (C, •) into a graded differential algebra with unit element which is associative up
to homotopy and commutative up to homotopy. We call C pseudo-associative or pseudo-
commutative, if the product • is.

A direct consequence of Theorems 3.42 and 3.49 is the following theorem.

Theorem 3.52. Let C be a pseudo-associative and pseudo-commutative algebra over X.
Then, the direct sum ⊕

Y closed
p�0

Ĥ2p
C,Y (X, p)

is an associative and commutative algebra. �

Once we have the notion of G-algebra, we can define the concept of a G-module.

Definition 3.53. Let C be a G-algebra over X. A G-module over C is a G-complex C′

over X together with a G-pairing
C ⊗ C′ → C′,

which is associative up to homotopy. We call such a pairing a G-action. We call the
G-action pseudo-associative, if the pairing is pseudo-associative.

As a consequence of Theorem 3.42, we have the following theorem.

Theorem 3.54. Let C be a pseudo-associative G-algebra over X, and C′ a G-complex
provided with a pseudo-associative G-action. Then, the direct sum⊕

Y closed
p�0

Ĥ2p
C′,Y (X, p)

is an associative module over the associative algebra
⊕

Y,p Ĥ2p
C,Y (X, p). �

Multiple products

Proposition 3.55. Let yj be pj-codimensional cycles of X, Yj = supp yj , and gj Green
objects for the class of yj (j = 1, . . . , r) such that codim(Y1 ∩ · · · ∩ Yr) = p1 + · · · + pr.
Then, the r-fold ∗-product g1 ∗ · · · ∗ gr is a well-defined Green object for the class of
y1 · · · yr even though partial intersections of the Yj need not be proper.

Proof. The proof of the proposition is an immediate consequence of Theorems 3.37,
3.39 and 3.52. �
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3.5. Functorial properties of Green objects

Throughout this section, k-scheme will mean regular separated scheme of finite type
over k.

Direct image of a G-complex

Let f : X → Y be a morphism of k-schemes, and CX a G-complex over X. Since
CX satisfies the Mayer–Vietoris principle, it is clear that f∗CX also satisfies the Mayer–
Vietoris principle. Since G is a sheaf in the big Zariski site over k, there is a morphism
of sheaves GY → f∗GX on Y . Therefore, the composition

GY → f∗GX → f∗CX

determines a structure of G-complex on f∗CX .

Pull-back of Green objects

Definition 3.56. Let f : X → Y be a morphism of k-schemes, and let CX , CY be
G-complexes over X, Y , respectively. A contravariant f-morphism (of G-complexes) is a
morphism of G-complexes over Y :

f# : CY → f∗CX .

If g : Y → Z is another morphism of k-schemes, and g# : CZ → g∗CY a contravariant
g-morphism, then g∗(f#) ◦ g# is a contravariant (g ◦ f)-morphism.

Let f# be as in Definition 3.56. Then, for any open subset U ⊆ Y , any closed subset
Z ⊆ U , and any integer p, we have a morphism

s(CY (U, p), CY (U \ Z, p)) → s(CX(f−1(U), p), CX(f−1(U \ Z), p))

given by the assignment
(ω, g) 	→ (f#ω, f#g).

Therefore, we have induced morphisms, again denoted by f#,

f# : Hn
CY ,Z(U, p) → Hn

CX ,f−1(Z)(f
−1(U), p),

f# : Ĥn
CY ,Z(U, p) → Ĥn

CX ,f−1(Z)(f
−1(U), p).

Theorem 3.57. Let f : X → Y be a morphism of k-schemes, let CX , CY be G-complexes
over X, Y , respectively, and let f# be a contravariant f -morphism. Then, we have the
following statements.

(i) There is a commutative diagram

Hn
Z(U,G(p))

f∗
��

cCY

��

Hn
f−1(Z)(f

−1(U),G(p))

cCX

��
Hn

CY ,Z(U, p) f#
�� Hn

CX ,f−1(Z)(f
−1(U), p)
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(ii) Setting U ′ = f−1(U) and Z ′ = f−1(Z), we have the commutative diagram

Hn−1
CY ,Z(U, p) ��

f#

��

C̃n−1
Y (U, p)

a ��

f#

��

Ĥn
CY ,Z(U, p) cl ��

f#

��

Hn
CY ,Z(U, p)

f#

��
Hn−1

CX ,Z′(U ′, p) �� C̃n−1
X (U ′, p)

a �� Ĥn
CX ,Z′(U ′, p) cl �� Hn

CX ,Z′(U ′, p)

�
Corollary 3.58. Let z ∈ Zp(Y ) be a p-codimensional cycle on Y with Z = supp z, and
gz = (ωz, g̃z) a Green object for the cycle z. Then, we have the following.

(i) The element f#(gz) is a weak Green object for the class of f∗(z) in the group
CHp

f−1(Z)(X).

(ii) If the cycle f−1(Z) has codimension p in X, the element f#(gz) is a Green object
for the cycle f∗(z).

�
By a similar argument to the one used in the course of the proof of Theorem 3.39, we

derive the following proposition.

Proposition 3.59. Let z ∈ Zp(Y ) be a p-codimensional cycle on Y with Z = supp z

and codim f−1(Z) = p. Let gz be a Green object for the class of z, and g′
z ∈ Ĥ2p

CY ,Z(Y, p)
be any representative of gz. Then, the image of f#(g′

z) in the group Ĥ2p
CX ,Zp(X, p) is

independent of the choice of g′
z. �

Definition 3.60. With the hypothesis of Proposition 3.59, we will denote the image of
f#(g′

z) in the group Ĥ2p
CX ,Zp(X, p) by f#(gz).

Definition 3.61. Let CX ⊗ C′
X

•X−−→ C′′
X , and CY ⊗ C′

Y
•Y−−→ C′′

Y be G-pairings, and let

f#
C : CY → f∗CX ,

f#
C′ : C′

Y → f∗C′
X ,

f#
C′′ : C′′

Y → f∗C′′
X

be contravariant f -morphisms. We will call the f -morphisms f#
C , f#

C′ , f#
C′′ compatible

with the pairings •X and •Y , if the equality

f#
C (y) •X f#

C′ (y′) = f#
C′′(y •Y y′)

holds for all sections y, y′ of CY , C′
Y , respectively.

Proposition 3.62. Let f#
C , f#

C′ , and f#
C′′ be contravariant f -morphisms which are com-

patible with the pairings •X and •Y as in Definition 3.61. Then, for any pair of Green
objects g1, g2 the equality

f#(g1 ∗ g2) = f#(g1) ∗ f#(g2)

holds. �
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Change of G-complex

Remark 3.63. We point out that all the results concerning inverse images are com-
patible with the change of G-complex, i.e. they apply to the case in which we have two
G-complexes C and C′ over X together with a morphism f# : C → C′ of G-complexes.

By Corollary 2.63, there is a case, when the change of G-complex does not change the
space of Green objects.

Proposition 3.64. Let X be a k-scheme, and C, C′ two G-complexes over X. Let f# :
C → C′ be a morphism of G-complexes such that the morphism

f# : C(X, p) → C′(X, p)

is an isomorphism for any integer p, and such that the morphism

f# : C(U, p) → C′(U, p)

is a quasi-isomorphism for any open subset U ⊆ X and any integer p. Then, the induced
morphism

f# : Ĥn
C,Z(X, p) → Ĥn

C′,Z(X, p)

is an isomorphism for any closed subset Z ⊆ X and any pair of integers n, p.

Proof. This follows immediately from Corollary 2.63. �

Push-forward of Green objects

Definition 3.65. Given a graded complex A = (A∗(∗), d), the twisted complex A(d) is
given by A(d)n(p) = An(p + d) with the same differential.

Definition 3.66. Let f : X → Y be a proper morphism of equidimensional k-schemes
of relative dimension d. Let CX , CY be G-complexes over X, Y , respectively. A covariant
f-morphism (of G-complexes) is a morphism of graded complexes of sheaves over Y

f# : f∗CX → CY (−d)[−2d]

such that for any open subset U ⊆ Y , and any closed subset Z ⊆ f−1(U), the induced
diagram

Hn
Z(f−1(U),G(p))

f! ��

c

��

Hn−2d
f(Z) (U,G(p − d))

c

��
Hn

CX ,Z(f−1(U), p)
f# �� Hn−2d

CY ,f(Z)(U, p − d)

is commutative. In the above diagram, the arrow f# is given by the composition of
morphisms

Hn
CX ,Z(f−1(U), p) → Hn

CX ,f−1(f(Z))(f
−1(U), p) → Hn−2d

CY ,f(Z)(U, p − d);
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here the first map is the restriction morphism, and the second map is induced by the
morphism of complexes

s(CX(f−1(U), p), CX(f−1(U \ f(Z)), p)) → s(CY (U, p − d), CY (U \ f(Z), p − d))[−2d]
(3.67)

which is given by the assignment

(ω, g) 	→ (f#ω, f#g).

With the notation and assumptions of Definition 3.66, a covariant f -morphism f#

induces a morphism by means of the restriction morphism followed by the morphism of
complexes (3.66); this morphism is again denoted f#,

f# : Ĥn
CX ,Z(f−1(U), p) → Ĥn−2d

CY ,f(Z)(U, p − d).

If g : Y → Z is another proper morphism of equidimensional k-schemes of relative
dimension e, and g# : g∗CY → CZ(−e)[−2e] is a covariant g-morphism, then g# ◦ g∗(f#)
is a covariant (g ◦ f)-morphism.

Theorem 3.68. Let f : X → Y be a proper morphism of equidimensional k-schemes
of relative dimension d, and let f# be a covariant f -morphism. Given U , Z as in Defi-
nition 3.66, set U ′ = f−1(U), Z ′ = f(Z), respectively. Then, for every n, p, we have the
commutative diagram

Hn−1
CX ,Z(U ′, p) ��

f#

��

C̃n−1
X (U ′, p)

a ��

f#

��

Ĥn
CX ,Z(U ′, p) cl ��

f#

��

Hn
CX ,Z(U ′, p)

f#

��
Hm−1

CY ,Z′(U, q) �� C̃m−1
Y (U, q)

a �� Ĥm
CY ,Z′(U, q) cl �� Hm

CY ,Z′(U, q)

where q = p − d and m = n − 2d. �

Given a proper morphism f : X → Y of equidimensional k-schemes of relative dimen-
sion d, and a closed subset Z ⊆ X, we have codim f(Z) � max(codim Z−d, 0). Therefore,
the following result is simpler to prove than the corresponding statement for the inverse
image of Green objects.

Proposition 3.69. Let f : X → Y be a proper morphism of equidimensional k-schemes
of relative dimension d, and let f# be a covariant f -morphism. Let z ∈ Zp(X) be a
p-codimensional cycle on X with Z = supp z. Let gz be a Green object for the class of
z, and g′

z ∈ Ĥ2p
CX ,Z(X, p) be any representative of gz. Then, the image of f#(g′

z) in the
group Ĥ2p−2d

CY ,Zp−d(Y, p − d) is independent of the choice of g′
z; it is a Green object for the

class of the cycle f∗(z). �

Definition 3.70. With the hypothesis of Proposition 3.69, we will denote the image of
f#(g′

z) in the group Ĥ2p−2d
CY ,Zp−d(Y, p − d) by f#(gz).
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Covariant pseudo-morphisms

In some cases, the notion of covariant f -morphism is too restrictive. Moreover, it is not
strictly necessary in order to define direct images of Green objects. Hence, we introduce
the notion of covariant f -pseudo-morphisms.

Definition 3.71. With the hypothesis of Definition 3.66, a covariant f-pseudo-morphism
(of G-complexes) is a diagram of morphisms f# of graded complexes of sheaves over Y

f∗CX
u←− F → CY (−d)[−2d],

where F is an auxiliary G-complex satisfying the following conditions.

(1) The morphism u is a quasi-isomorphism such that the morphism of global sections

u : Γ (Y,F) → Γ (Y, f∗CX) = Γ (X, CX)

is an isomorphism. Then, as in Definition 3.66, the pseudo-morphism f# induces a
morphism

Hn
CX ,Z(f−1(U), p)

f#−−→ Hn−2d
CY ,f(Z)(U, p − d)

for any subset U ⊆ Y , and any closed subset Z ⊆ f−1(U).

(2) The diagram

Hn
Z(f−1(U),G(p))

f! ��

c

��

Hn−2d
f(Z) (U,G(p − d))

c

��
Hn

CX ,Z(f−1(U), p)
f# �� Hn−2d

CY ,f(Z)(U, p − d)

is commutative.

Observe that the definition of a covariant f -pseudo-morphism is stronger than the
notion of a morphism in the derived category, because we need a well-defined morphism
of groups on the level of global sections. Note also that a covariant f -morphism determines
a covariant f -pseudo-morphism by taking for u the identity map.

Since F and f∗CX satisfy the Mayer–Vietoris principle, they are totally acyclic. There-
fore, the fact that u is a quasi-isomorphism of sheaves implies that the induced morphism

F(U, p) → CX(f−1(U), p)

is a quasi-isomorphism for every open subset U ⊆ Y , and every p ∈ Z. Taking into
account that the induced morphism is an isomorphism on the level of global sections by
Corollary 2.63, we obtain the following lemma.

Lemma 3.72. Let f : X → Y be a proper morphism of equidimensional k-schemes
of relative dimension d, and let f# be a covariant f -pseudo-morphism. If Z is a closed
subset of X, the induced morphism

Ĥn(F(Y, p),F(Y \ f(Z), p)) → Ĥn(CX(X, p), CX(X \ f−1(f(Z)), p))

is an isomorphism. �
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This result enables us to define direct images.

Definition 3.73. Let f : X → Y be a proper morphism of equidimensional k-schemes
of relative dimension d, and let f# be a covariant f -pseudo-morphism. If Z is a closed
subset of X, the induced morphism

f# : Ĥn
CX ,Z(X, p) → Ĥn−2d

CY ,f(Z)(Y, p − d)

is defined by the composition

Ĥn
CX ,Z(X, p) = Ĥn(CX(X, p), CX(X \ Z, p))

→ Ĥn(CX(X, p), CX(X \ f−1(f(Z)), p))
∼=← Ĥn(F(Y, p),F(Y \ f(Z), p))

→ Ĥn−2d(CY (Y, p − d), CY (Y \ f(Z), p − d))

= Ĥn−2d
CY ,f(Z)(Y, p − d).

Remark 3.74. The analogues of Theorem 3.68 with U = Y , and of Proposition 3.69
then also hold for covariant f -pseudo-morphisms.

Composition of pseudo-morphisms

It is not clear from the definition whether we can always define the composition of
covariant pseudo-morphisms. Nevertheless, we can determine when a pseudo-morphism
should be considered as the composition of two pseudo-morphisms.

For this, let g : Y → Z be another proper morphism of equidimensional k-schemes of
relative dimension e, and let g# : g∗CY

u′
←− F ′ → CZ(−e)[−2e] be a covariant g-pseudo-

morphism. Furthermore, let

h# : (g ◦ f)∗CX
u′′

←− F ′′ → CZ(−d − e)[−2d − 2e].

Definition 3.75. We say that h# is the composition of f# and g#, if there is a com-
mutative diagram

(g ◦ f)∗CX

g∗F

g∗u

��

�� g∗CY (−d)[−2d]

F ′′

u′′

��

��

��
��

F ′(−d)[−2d]

u′

��

�� CZ(−d − e)[−2d − 2e]
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Proposition 3.76. Let h# be a composition of the pseudo-morphisms f# and g#. If W

is a closed subset of X, the induced morphisms on the level of Green objects

f# : Ĥn
CX ,W (X, p) → Ĥn−2d

CY ,f(W )(Y, p − d),

g# : Ĥn−2d
CY ,f(W )(Y, p − d) → Ĥn−2d−2e

CZ ,g(f(W ))(Z, p − d − e),

h# : Ĥn
CX ,W (X, p) → Ĥn−2d−2e

CZ ,h(W ) (Z, p − d − e)

satisfy h# = g# ◦ f#.

Proof. We may assume that W satisfies W = h−1(h(W )). Writing U = X \ W ,
U ′ = Y \ f(W ), U ′′ = Z \ h(W ), and n′ = n − 2d, n′′ = n − 2d − 2e, we obtain
the following commutative diagram (where we have omitted the corresponding twists for
ease of notation):

Ĥn(CX(X), CX(U))

Ĥn(F(Y ),F(U ′))

∼=

��

�� Ĥn′
(CY (Y ), CY (U ′))

Ĥn(F ′′(Z),F ′′(U ′′))

∼=

		

��

��




Ĥn′
(F ′(Z),F ′(U ′′))

∼=

��

�� Ĥn′′
(CZ(Z), CZ(U ′′))

This proves the proposition. �

Projection formula

In order to have a projection formula for Green objects, we need that the complexes
under consideration also satisfy a projection formula.

Definition 3.77. Let f : X → Y be a proper morphism of equidimensional k-schemes
of relative dimension d. Let CX , C′

X , C′′
X be G-complexes over X, and let CY , C′

Y , C′′
Y be

G-complexes over Y . Let
f# : CY → f∗CX

be a contravariant f -morphism, and let

f ′
# : f∗C′

X → C′
Y (−d)[−2d], f ′′

# : f∗C′′
X → C′′

Y (−d)[−2d]

be covariant f -morphisms. Finally, let

CX ⊗ C′
X

•X−−→ C′′
X , CY ⊗ C′

Y
•Y−−→ C′′

Y

be G-pairings. We call (f#, f ′
#, f ′′

#, •X , •Y ) a projection five-tuple, if the equality

f ′′
#(f#(y) •X x) = y •Y f ′

#(x)

holds for all sections x, y of f∗C′
X , CY , respectively.
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Proposition 3.78. Let f : X → Y be a proper morphism of equidimensional k-schemes
of relative dimension d, and let (f#, f ′

#, f ′′
#, •X , •Y ) be a projection five-tuple. Then, for

any pair of Green objects g1, g2 the equality

f ′′
#(f#(g1) ∗X g2) = g1 ∗Y f ′

#(g2)

holds. �

Pseudo-morphism and the projection formula

Remark 3.79. Assume that f ′
# and f ′′

# in Definition 3.77 are only covariant f -pseudo-
morphisms given by

f∗C′
X

u′
←− F ′ v′

−→ C′
Y (−d)[−2d],

f∗C′′
X

u′′
←− F ′′ v′′

−→ C′′
Y (−d)[−2d],

respectively. In order to have a projection formula on the level of Green objects in this
case, we need the following three G-pairings

CX ⊗ C′
X

•X−−→ C′′
X , CY ⊗ F ′ •F−−→ F ′′, CY ⊗ C′

Y
•Y−−→ C′′

Y

satisfying
u′′(y •F x) = f#(y) •X u′(x), v′′(y •F x) = y •Y v′(x)

for all sections x, y of F ′, CY , respectively.

4. Abstract arithmetic Chow groups

The idea behind the definition of arithmetic Chow groups for a variety X over the ring of
integers of a number field is that the variety in question can be ‘compactified’ by adding
the complex variety X∞ = X × C, or more precisely, by adding a certain cohomology
theory on the complex variety X∞. For instance, the cohomology theory involved in the
definition of arithmetic Chow groups by Gillet and Soulé is the real Deligne–Beilinson
cohomology (see [17]). However, the use of secondary characteristic invariants (Green
forms, Bott–Chern forms) implies that the arithmetic Chow groups depend not only
on the cohomology theory, but also on the particular complex used to compute the
cohomology. Therefore, the properties of this complex are reflected in the properties
of the arithmetic Chow groups. The objective of this section is to develop an abstract
version of the construction of arithmetic Chow rings given in [17] emphasizing how the
properties of the complexes under consideration are reflected by the properties of the
arithmetic Chow groups.

4.1. Arithmetic varieties

In this and the next subsection we will fix frequently used notation. Unless stated
otherwise, we will adhere to the notation of [36]. For more details we refer the reader to
that paper, and also to [17,71].
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Arithmetic rings

Definition 4.1. An arithmetic ring is a triple (A, Σ, F∞) consisting of an excellent
regular noetherian integral domain A, a finite non-empty set Σ of monomorphisms σ :
A → C, and an antilinear involution F∞ : CΣ → CΣ of C-algebras such that the diagram

CΣ

F∞

��

A

δ

���������������

δ
���������������

CΣ

commutes; here δ is induced by the set of monomorphisms in Σ.

The main examples of arithmetic rings are subrings of a number field F which have F

as fraction field, subrings of R, and C itself (see [36, 3.2.1] for details).

Arithmetic varieties

Notation 4.2. Let (A, Σ, F∞) be an arithmetic ring with fraction field F , and let X be
a scheme over Spec(A). We will write XF for the generic fibre of X. If σ ∈ Σ, we will
write Xσ = X ⊗

σ
C, and XΣ = X ⊗

A
CΣ . We denote by X∞ the analytic space

X∞ = XΣ(C) =
∐
σ∈Σ

Xσ(C).

We observe that the antilinear involution F∞ of CΣ induces an antilinear involution F∞
of XΣ . We denote the real variety (XΣ , F∞) by XR.

Let us fix an arithmetic ring A, and a Gillet complex G for schemes over the field of
real numbers R.

Definition 4.3. An arithmetic variety X over A is a regular scheme X, which is flat
and quasi-projective over Spec(A). If X is equidimensional, we mean by the dimension
of X over A, the relative dimension of the scheme X over Spec(A). If A is fixed and clear
from the context, we call X simply an arithmetic variety.

Definition 4.4. A G-arithmetic variety over A is a pair

X̂ = (X, C)

consisting of an arithmetic variety X over A and a G-complex C on the real variety XR.

Definition 4.5. Let X̂ = (X, CX) and Ŷ = (Y, CY ) be G-arithmetic varieties over A. A
morphism

f : X̂ → Ŷ

of G-arithmetic varieties over A is a pair f = (f, f#), where f : X → Y is a morphism
of A-schemes, and f# : CY → f∗CX is a contravariant fR-morphism of G-complexes.
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The class of arithmetic varieties over A together with their morphisms forms a category.
We denote the category of G-arithmetic varieties over A by AA,G . If the cohomology theory
G is fixed, we will write simply AA instead of AA,G , and we will call a G-arithmetic variety
simply an arithmetic variety.

Definition 4.6. A covariant morphism of G-arithmetic varieties

f : X̂ = (X, CX) → Ŷ = (Y, CY )

over A is a pair f = (f, f#), where f : X → Y is a proper morphism of equidimen-
sional A-schemes of relative dimension d, and f# : f∗CX → CY (−d)[−2d] is a covariant
fR-morphism of G-complexes. We call f a covariant pseudo-morphism of G-arithmetic
varieties over A, if f# is a covariant fR-pseudo-morphism.

Remark 4.7. Let X be an arithmetic variety over A. If C, C′ are two G-complexes on
XR, and f : C → C′ is a morphism of G-complexes, then f can be seen as a morphism of
G-arithmetic varieties (X, C′) → (X, C), as well as a covariant morphism of G-arithmetic
varieties (X, C) → (X, C′). Therefore, f will enjoy the properties of both kinds of mor-
phisms.

4.2. Arithmetic Chow groups

Throughout this section X̂ = (X, C) will be a G-arithmetic variety over an arithmetic
ring A.

Arithmetic cycles

Notation 4.8. A cycle y ∈ Zp(X) on X determines a cycle on XΣ . Clearly, this cycle is
invariant under the action of F∞. Therefore, it is a cycle on XR, which will be denoted
by yR. Analogously, any K1-chain f on X determines a K1-chain fR on XR.

Since the G-complex C depends only on XR, we will write as a shorthand

C∗(X, p) = C∗(XR, p),

H∗
C,Zp(X, p) = H∗

C,Zp(XR, p),

Ĥ∗
C,Zp(X, p) = Ĥ∗

C,Zp(XR, p),

and similar notation for cohomology with supports.
For any cycle y ∈ Zp(X), we write cl(y) for the class clC(yR). For any K1-chain f ∈

Rp−1
p (X), we write cl(f) for the class clC(fR), and g(f) = g(fR) (see Definition 3.24).

Definition 4.9. We define the group of p-codimensional arithmetic cycles of X̂ = (X, C)
by

Ẑp(X, C) = {(y, gy) ∈ Zp(X) ⊕ Ĥ2p
C,Zp(X, p) | cl(y) = cl(gy)}

with the obvious group structure.



86 J. I. Burgos Gil, J. Kramer and U. Kühn

Rational equivalence

We now define rational equivalence in this set-up.

Definition 4.10. Let f ∈ Rp−1
p (X) be a K1-chain. We set

d̂iv(f) = (div(f), g(f)).

By Remark 3.25, we have d̂iv(f) ∈ Ẑp(X, C). We define

R̂at p(X, C) = {d̂iv(f) | f ∈ Rp−1
p (X)} ⊆ Ẑp(X, C).

It is easy to see that R̂at p(X, C) is a subgroup of Ẑp(X, C).

Definition and basic properties

Definition 4.11. The pth arithmetic Chow group of X̂ = (X, C) is defined by

ĈH p(X, C) = Ẑp(X, C)/ R̂at p(X, C).

The groups ĈH p(X, C) will also be called C-arithmetic Chow groups of X. The class of
the arithmetic cycle (y, gy) in ĈH p(X, C) will be denoted by [y, gy].

Notation 4.12. There are well-defined maps

ζ : ĈH p(X, C) → CHp(X), ζ[y, gy] = [y],

ρ : CHp,p−1(X) → H2p−1
C (X, p) ⊆ C̃2p−1(X, p), ρ[f ] = cl(f),

a : C̃2p−1(X, p) → ĈH p(X, C), a(ã) = [0, a(ã)],

ω : ĈH p(X, C) → Z C2p(X, p), ω[y, gy] = ω(gy),

h : Z C2p(X, p) → H2p
C (X, p), h(α) = [α].

We will also write

ĈH p(X, C)0 = Ker(ω : ĈH p(X, C) → Z C2p(X, p)),

CHp(X)0 = Ker(cl : CHp(X) → H2p
C (X, p)).

Theorem 4.13. Using the notation following Definition 3.12, we have the following
exact sequences:

CHp−1,p(X)
ρ−→ C̃2p−1(X, p)pure a−→ ĈH p(X, C)

ζ−→ CHp(X) → 0, (4.14)

CHp−1,p(X)
ρ−→ H2p−1

C (X, p)pure a−→ ĈH p(X, C)
(ζ,−ω)−−−−→ CHp(X) ⊕ Z C2p(X, p) cl +h−−−→ H2p

C (X, p) → 0, (4.15)

CHp−1,p(X)
ρ−→ H2p−1

C (X, p)pure a−→ ĈH p(X, C)0
ζ−→ CHp(X)0 → 0. (4.16)
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Proof. Let us prove the exactness of the first sequence. By Proposition 3.23, for any
p-codimensional cycle y on X there exists a Green object gy for the class of y. Therefore,
ζ is surjective.

It is clear that ζ ◦ a = 0. On the other hand, assume that ζ(α) = 0, and let (y, gy) be
any representative of α. Then, we have y = div(f) for some K1-chain f , and we obtain
(y, gy) ∼ (0, gy − g(f)). Since gy − g(f) is a Green object for the trivial cycle, we have
cl(gy − g(f)) = 0. By the exact sequence (3.15), we find gy − g(f) ∈ a(C̃2p−1(X, p)pure),
i.e. α ∈ Im(a).

Recalling g(f) = b(cl(f)) together with equation (2.55), we find g(f) = a(cl(f)),
which shows a ◦ρ = 0. On the other hand, if a(ã) = 0, we have (0, a(ã)) = d̂iv(f) for
some K1-chain f . Therefore, we have div(f) = 0, and g(f) = a(ã). Since div(f) = 0, we
have cl(f) ∈ H2p−1

C (X, p), from which we derive as before g(f) = b(cl(f)) = a(cl(f)).
Therefore, ã − cl(f) lies in the kernel of a. By the exact sequence (3.15), this implies
ã = cl(f) = ρ[f ].

The proof of the other two exact sequences follows the same lines, but uses the exact
sequence (3.16) instead. �

Note that at this abstract level, the above theorem is a formal consequence of the
definitions.

4.3. Arithmetic intersection pairing

The aim of this subsection is to define an arithmetic intersection pairing. We will follow
the strategy of [36]. Therefore, we divide out by finite rational equivalence before taking
Green objects into account.

Finite support

Definition 4.17. Let fin, respectively τ(p), be the following families of supports:

fin = {Y ⊆ X | Y closed, Y ∩ XF = ∅},

respectively

τ(p) = {Y ⊆ X | Y closed, codim(Y ∩ XF ) � p}.

With this notation, we have the exact sequences⊕
x∈X(p−1)

{x}∩XF =∅

k(x)∗ div−−→ Zp(X) → Zp(XF ) ⊕ CHp
fin(X) → 0,

⊕
x∈X

(p−1)
F

k(x)∗ div−−→ Zp(XF ) ⊕ CHp
fin(X) → CHp(X) → 0,

and a canonical isomorphism

CHp
τ(p)(X) ∼= Zp(XF ) ⊕ CHp

fin(X).
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Moreover, if x ∈ X(p−1) with {x} ∩ XF = ∅, and f ∈ k(x)∗, we have div(f) ∩ XF = ∅,
and g(f) = 0. Therefore, we find

d̂iv(f) = (div(f), 0).

Thus, for any G-arithmetic variety, there is a short exact sequence⊕
x∈X

(p−1)
F

k(x)∗ d̂iv−−→ Ẑp(XF , C) ⊕ CHp
fin(X) → ĈH p(X, C) → 0.

Observe that the notation Ẑp(XF , C) makes sense, since (XF , C) is a G-arithmetic variety
over the arithmetic ring F .

The intersection pairing

Let y be a p-codimensional, and z a q-codimensional cycle of X. Put Y = supp y, and
Z = supp z. Assume that yF and zF intersect properly; this shows Y ∩ Z ∈ τ(p + q). By
Theorem 1.33, there is a well-defined class

[y] · [z] ∈ CHp+q
Y ∩Z(X)Q,

and hence a well-defined class

[y] · [z] ∈ CHp+q
τ(p+q)(X)Q

∼= Zp+q(XF )Q ⊕ CHp+q
fin (X)Q.

Let (X, C), (X, C′), (X, C′′) be three G-arithmetic varieties with the same underlying
scheme X, and let • : C ⊗ C′ → C′′ be a G-pairing. Let gy be a Green object for the class
of y with values in C, and gz a Green object for the class of z with values in C′. Then,
the ∗-product gy ∗ gz is a Green object for the class of yF · zF with values in C′′ (see
Definition 3.40), and we write

(y, gy) · (z, gz) = ((yF · zF , gy ∗ gz), [y · z]fin) ∈ Ẑ
p+q

(XF , C′′)Q ⊕ CHp+q
fin (X)Q. (4.18)

We will denote the image of the product (y, gy) · (z, gz) in ĈH p+q(X, C′′)Q by [(y, gy) ·
(z, gz)].

Theorem 4.19. Let (X, C), (X, C′), (X, C′′) be three G-arithmetic varieties with the
same underlying scheme X, and let • : C ⊗ C′ → C′′ be a G-pairing. Then, we have the
following statements.

(i) There exists a pairing

ĈH p(X, C) ⊗ ĈH q(X, C′) ·−→ ĈH p+q(X, C′′)Q,

which is determined by formula (4.17) for cycles intersecting properly in the generic
fibre.
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(ii) The following diagrams commute:

ĈH p(X, C) ⊗ ĈH q(X, C′)
· ��

ζ⊗ζ

��

ĈH p+q(X, C′′)Q

ζ

��
CHp(X) ⊗ CHq(X) · �� CHp+q(X)Q

and
ĈH p(X, C) ⊗ ĈH q(X, C′)

· ��

ω⊗ω

��

ĈH p+q(X, C′′)Q

ω

��
Z C2p(X, p) ⊗ Z C′2q(X, q) • �� Z C′′2p+2q(X, p + q)Q

Proof. Let α ∈ ĈH p(X, C), and β ∈ ĈH q(X, C′). By the moving lemma for cycles on
a regular variety over a field, there are representatives (y, gy) of α, and (z, gz) of β such
that yF and zF intersect properly. By means of formula (4.17), we define

α · β = [(y, gy) · (z, gz)].

We have to show that this definition does not depend on the choice of representatives.
Let (y′, g′

y′) be another representative of α such that y′
F and zF also intersect properly.

Then, there exists a K1-chain f such that

d̂iv(f) = (y′, g′
y′) − (y, gy).

Therefore, it suffices to show that whenever f is a K1-chain whose divisor div(f)F inter-
sects zF properly, then there exists a K1-chain g such that

d̂iv(g) = d̂iv(f) · (z, gz) ∈ Ẑ
p+q

(XF , C′′)Q ⊕ CHp+q
fin (X)Q.

Let S = supp div(f), U = X\S, and Z = supp z. By Corollary 1.35 and Proposition 1.55,
there exists a K1-chain g ∈ Rp+q−1

p+q (X)Q satisfying

[div(g)] = [div(f)] · [z] ∈ CHp+q
S∩Z(X)Q, (4.20)

cl(g) = cl(f) • cl(z) ∈ H2p+2q−1
C′′,U∩Z (X \ (S ∩ Z), p + q)Q. (4.21)

Since S ∩ Z lies in τ(p + q), equation (4.19) is also valid in CHp+q
τ(p+q)(X)Q which shows

[div(g)] = [div(f)] · [z] = (div(f)F · zF , [div(f) · z]fin).

Furthermore, we derive from equation (4.20) and Proposition 2.67

g(g) = b(cl(g)) = b(cl(f) • cl(z)) = b(cl(f)) ∗ gz = g(f) ∗ gz.

Summing up, we find the equality

d̂iv(g) = ((div(f)F · zF , g(f) ∗ gz), [div(f) · z]fin) = d̂iv(f) · (z, gz)

in the group Ẑ
p+q

(XF , C′′)Q ⊕ CHp+q
fin (X)Q, as desired.

The compatibility of the product with the morphisms ζ and ω follows directly from
the definitions. �
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Remark 4.22. It may be interesting to explain more clearly why we do not need the K1-
chain moving lemma. A close look at the proof of the well-definedness of the arithmetic
intersection product in [36] shows that the K1-chain moving lemma is used, first, to
define a K1-chain up to boundaries f · [z] (which is the g we are using in our proof) and
second, to prove two compatibility properties

div(f · [z]) = div(f) · [z],

log |f · [z]|2 = log |f |2 ∧ δz.

We observe that in the proof, the K1-chain f · [z] and the first compatibility condition is
used on the whole arithmetic variety X where no K1-chain moving lemma is available.
Therefore, a result similar to Corollary 1.35 is used implicitly. This means that the
essential use of the moving lemma for K1-chains is to prove the compatibility with Green
currents: it is the concrete nature of the Green currents that forces the use of the K1-chain
moving lemma.

In our case the compatibility that we need is equation (4.20), which follows directly
from the properties of a Gillet cohomology. Roughly speaking, since the map that sends
a K1-chain to the associated Green object factors through a cohomology group, we are
able to avoid the K1-chain moving lemma.

The fact that the product is defined only after tensoring with Q is due to the lack of
a satisfactory intersection theory on general regular schemes, and the use of K-theory.
In the cases in which an intersection product of cycles can be defined without using
K-theory, it is possible to work over the integers. For instance, this is the case when y

and z intersect properly on the whole of X, and not just on XF ; then, the product y · z
is a well-defined class in CHp+q

Y ∩Z(X). Therefore, formula (4.17) gives rise to an element
of Ẑp+q(X, C′′) ⊕ CHp+q(X). In particular, by the same argument as in [36, 4.2.3.iii] one
can prove the following refinement of Theorem 4.19.

Theorem 4.23. If p = 1, or q = 1, there is a unique pairing

ĈH p(X, C) ⊗ ĈH q(X, C′) ·−→ ĈH p+q(X, C′′)

given by formula (4.17) when the cycles intersect properly. Moreover, this pairing induces
the pairing of Theorem 4.19. �

G-algebras

Let us consider the case when (X, C) is a G-arithmetic variety with C being a G-algebra.

Theorem 4.24. Let (X, C) be a G-arithmetic variety, and assume that C is a pseudo-
associative and pseudo-commutative G-algebra. Then, we have the following statements.

(i)
⊕

p ĈH p(X, C)Q is a commutative and associative Q-algebra with unit.

(ii) For α ∈ ĈH 1(X, C), β ∈ ĈH 1(X, C), and γ ∈ ĈH p(X, C), we have

α · γ = γ · α ∈ ĈH p+1(X, C),

(α · β) · γ = α · (β · γ) ∈ ĈH p+2(X, C).
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(iii)
⊕

p ĈH p(X, C)0,Q = (Kerω)Q is an ideal of
⊕

p ĈH p(X, C)Q.

(iv) (Ker ζ)Q is an ideal of
⊕

p ĈH p(X, C)0,Q.

Proof. Since the product of algebraic cycles is commutative and associative, the first
two statements of the theorem follow from the commutativity and associativity of the
∗-product of Green objects (see Theorems 3.49 and 3.42). The last two statements are
immediate. �

Theorem 4.25. Let (X, C) be a G-arithmetic variety, and assume that C is a pseudo-
associative and pseudo-commutative G-algebra. The

⊕
p ĈH p(X, C)Q-module structure

of
⊕

p ĈH p(X, C)0,Q is then induced by a
⊕

p CHp(X)Q-module structure, i.e. there is a
commutative diagram

ĈH p(X, C)0 ⊗ ĈH q(X, C) ��

id ⊗ζ

��

ĈH p+q(X, C)0,Q

ĈH p(X, C)0 ⊗ CHq(X)



���������������

Proof. We have to show that Ker(ζ) · Im(a) = 0. This follows from Proposition 2.67 (i).
�

Corollary 4.26. With the assumptions of Theorem 4.25 there is a well-defined product

CHp(X)0 ⊗ CHq(X)0
·−→ ĈH p+q(X, C)0,Q.

Proof. Let x ∈ CHp(X)0 and let y ∈ CHq(X)0. We choose arithmetic cycles x̂ ∈
ĈH p(X, C)0, respectively ŷ ∈ ĈH q(X, C)0 such that ζ(x̂) = x, respectively ζ(ŷ) = y.
By Theorem 4.25, the product x̂ · ŷ does not depend on the choice of x̂ and ŷ. �

Remark 4.27. If C is only a G-algebra, then the product in ĈH ∗(X, C)Q does not need
to be associative or commutative. Nevertheless, Theorems 3.42 and 3.49 imply that the
product induced in

⊕
p ĈH ∗(X, C)0,Q is associative and commutative.

4.4. Inverse images

Let f : (X, CX) → (Y, CY ) be a morphism of G-arithmetic varieties. In this section we
will construct a pull-back morphism for arithmetic Chow groups.

Definition and basic properties of inverse images

Let (z, gz) ∈ Ẑ
p
(Y, CY ) be a p-codimensional arithmetic cycle such that f−1(supp zR)

has codimension p in XR. By Theorem 1.38, there is a well-defined cycle f∗(z) ∈
CHp

τ(p)(X). Moreover, by Definition 3.60, there is a well-defined Green object f#(gz)
for the class of f∗(zR). In this case we will write

f∗(z, gz) = (f∗(z), f#(gz)). (4.28)
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Theorem 4.29. Let f : (X, CX) → (Y, CY ) be a morphism of G-arithmetic varieties.
Then, the following statements hold.

(i) There is a well-defined morphism of graded groups

f∗ : ĈH p(Y, CY ) → ĈH p(X, CX)

induced by equation (4.27) for arithmetic cycles (z, gz) ∈ Ẑ
p
(Y, CY ) such that

f−1(supp zR) has codimension p in XR.

(ii) If g : (Y, CY ) → (Z, CZ) is another morphism of G-arithmetic varieties, then the
equality (g ◦ f)∗ = f∗ ◦ g∗ holds.

(iii) The pull-back of arithmetic cycles satisfies the following relations:

ω ◦ f∗ = f# ◦ ω,

ζ ◦ f∗ = f∗ ◦ ζ,

f∗ ◦ a = a ◦f#.

Proof. Let α ∈ ĈH p(Y, CY ) be an arithmetic cycle. By the moving lemma over R, there
is a representative (z, gz) of α such that f−1(supp zR) has codimension p in XR. We
define f∗(α) as the class of f∗(z, gz). It remains to show that f∗(α) does not depend
on the choice of the representative (z, gz). In order to do this, let (z′, gz′) be another
representative, i.e.

(z, gz) − (z′, gz′) = d̂iv(h) (4.30)

for some K1-chain h. Writing U = Y \ (supp z ∪ supp z′), the K1-chain h determines
an element [h] ∈ CHp,p−1(U). By Theorem 1.39 and Proposition 1.56, there exists an
element f∗[h] ∈ CHp,p−1(f−1(U)) satisfying

div(f∗[h]) = f∗(div(h)) ∈ CHp
τ(p)(X),

cl(f∗[h]) = f#(cl(h)) ∈ H2p
CX

(f−1(U), p).

These two equations then imply

f∗(z, gz) − f∗(z′, gz′) = d̂iv(f∗(h)),

which proves the first statement. The statements (ii), (iii) are now shown easily. �

Multiplicativity of inverse images

Since the pull-back of cycles is compatible with the intersection product of cycles by
Theorem 1.38, we obtain the following result using Proposition 3.62.

Theorem 4.31. Let (f, f#
C ) : (X, CX) → (Y, CY ), (f, f#

C′ ) : (X, C′
X) → (Y, C′

Y ), (f, f#
C′′) :

(X, C′′
X) → (Y, C′′

Y ) be morphisms of G-arithmetic varieties, and let CX ⊗ C′
X

•X−−→C′′
X ,
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CY ⊗ C′
Y

•Y−−→C′′
Y be G-pairings which are compatible with the f -morphisms f#

C , f#
C′ and

f#
C′′ . Then, the diagram

ĈH p(Y, CY ) ⊗ ĈH q(Y, C′
Y )

· ��

f∗

��

ĈH p+q(Y, C′′
Y )Q

f∗

��
ĈH p(X, CX) ⊗ ĈH q(X, C′

X)
· �� ĈH p+q(X, C′′

X)Q

is commutative. If p = 1, or q = 1 the same result holds true without tensoring with Q.
�

Change of G-complex

The results for inverse images apply in particular to the case of a change of complexes
on X, i.e. when there is a morphism of G-arithmetic varieties

f = (id, f#) : (X, C′) → (X, C).

Moreover, a direct consequence of Proposition 3.64 is the following result.

Proposition 4.32. Let f = (id, f#) : (X, C′) → (X, C) be a morphism of G-arithmetic
varieties such that the morphism

f# : C(X, p) → C′(X, p)

is an isomorphism for any integer p, and such that the morphism

f# : C(U, p) → C′(U, p)

is a quasi-isomorphism for any open subset U ⊆ X and any integer p. Then, the induced
morphism

f∗ : ĈH p(X, C) → ĈH p(X, C′)

is an isomorphism for any integer p. �

4.5. Proper push-forward

Let f : (X, CX) → (Y, CY ) be a covariant morphism or, more generally, a covariant
pseudo-morphism of G-arithmetic varieties of relative dimension d. In this section we will
construct a push-forward morphism for arithmetic Chow groups.

Push-forward

Let (z, gz) ∈ Ẑ
p
(X, CX) be a p-codimensional arithmetic cycle. By Theorem 1.40, there

is a well-defined cycle f∗(z) ∈ Zp−d(Y ). Moreover, there is a well-defined Green object
f#(gz) for the class of f∗(zR) (see Definition 3.66). We will write

f∗(z, gz) = (f∗(z), f#(gz)). (4.33)
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Theorem 4.34. Let f : (X, CX) → (Y, CY ) be a covariant morphism or a covariant
pseudo-morphism of G-arithmetic varieties of relative dimension d. Then, the following
statements hold.

(i) There is a well-defined morphism of graded groups

f∗ : ĈH p(X, CX) → ĈH p−d(Y, CY )

induced by equation (4.32) for arithmetic cycles (z, gz) ∈ Ẑ
p
(X, CX).

(ii) If g : (Y, CY ) → (Z, CZ) is another covariant morphism or covariant pseudo-
morphism of G-arithmetic varieties, then the equality (g ◦ f)∗ = g∗ ◦ f∗ holds.

(iii) The push-forward of arithmetic cycles satisfies the following relations:

ω ◦ f∗ = f# ◦ ω,

ζ ◦ f∗ = f∗ ◦ ζ,

f∗ ◦ a = a ◦f#.

Proof. We will treat here only the case of a covariant morphism of G-arithmetic varieties;
the case of a covariant pseudo-morphism can be treated analogously.

The only thing that remains to be shown is the compatibility with rational equivalence.
For this purpose, let h ∈ Rp−1

p (X) be a K1-chain. By Theorem 1.40 and Proposition 1.57,
there is a well-defined K1-chain f∗(h) ∈ Rp−d−1

p−d (Y ) satisfying

div(f∗(h)) = f∗(div(h)), (4.35)

clG(f∗(h)) = f#(clG(h)). (4.36)

By the definition of a covariant morphism of G-arithmetic varieties, equation (4.35)
implies that clCY

(f∗(h)) = f#(clCX
(h)). Therefore, we have g(f∗(h)) = f#(g(h)), and

consequently
f∗(d̂iv(h)) = d̂iv(f∗(h)).

�

Projection formula

The next result is a direct consequence of the projection formula for algebraic cycles
and Proposition 3.78.

Proposition 4.37. Let (f, f#) : (X, CX) → (Y, CY ) be a morphism of G-arithmetic vari-
eties, and let

(f, f ′
#) : (X, C′

X) → (Y, C′
Y ),

(f, f ′′
#) : (X, C′′

X) → (Y, C′′
Y )
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be covariant morphisms of G-arithmetic varieties. Let

CX ⊗ C′
X

•X−−→ C′′
X , CY ⊗ C′

Y
•Y−−→ C′′

Y

be G-pairings such that (f#, f ′
#, f ′′

#, •X , •Y ) is a projection five-tuple. Then, the projec-
tion formula

f ′′
∗ (f∗(α) · β) = α · f ′

∗(β)

holds for all α ∈ ĈH p(Y, CY ) and β ∈ ĈH q(X, C′
X). �

Remark 4.38. An analogous result also holds when f ′
# and f ′′

# are covariant pseudo-
morphisms. We leave it to the reader to make this result explicit.

5. Deligne–Beilinson cohomology as a Gillet cohomology

A particular example for a Gillet cohomology is Deligne–Beilinson cohomology for real
and complex algebraic varieties. In this section we recall the definition and some facts on
Deligne–Beilinson cohomology and homology which we will use in the sequel. The main
references for this section are [4], [27] and [48]. We start by recalling some properties
of general Deligne–Beilinson cohomology; later we will shift to real Deligne–Beilinson
cohomology. We will show that it satisfies most of the properties of a Gillet cohomology.
Moreover, we will construct an explicit Gillet complex for real Deligne–Beilinson cohom-
ology. Note that the results of this section are well known and we include them for the
convenience of the reader.

Notation 5.1. By a complex algebraic manifold we mean the analytic variety associated
to a smooth separated scheme of finite type over C.

5.1. Review of Deligne–Beilinson cohomology

The definition of Deligne–Beilinson cohomology

Let X be a complex algebraic manifold. Let Λ be a subring of R, and set Λ(p) =
(2πi)pΛ ⊆ C. We will denote the corresponding constant sheaves on X also by Λ, respec-
tively Λ(p).

Let us choose a smooth compactification X of X with D = X \ X a normal crossing
divisor, and denote by j : X → X the natural inclusion. Let Ω∗

X be the sheaf of holomor-
phic differential forms on X, and let Ω∗

X
(log D) be the sheaf of holomorphic differential

forms on X with logarithmic poles along D (see [23]). Let F be the Hodge filtration of
Ω∗

X
(log D), i.e.

F pΩ∗
X

(log D) =
⊕
p′�p

Ωp′

X
(log D).

Then, the Deligne–Beilinson complex of the pair (X, X) is given by the simple complex

Λ(p)D = s(Rj∗Λ(p) ⊕ F pΩ∗
X

(log D) u−→ j∗Ω
∗
X),

where the morphism u is defined by u(a, f) = −a + f .
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Definition 5.2. The Deligne–Beilinson cohomology groups are the hypercohomology
groups of the sheaf Λ(p)D, i.e.

H∗
D(X, Λ(p)) = H∗(X, Λ(p)D).

It can be shown that these groups are independent of the compactification X of X. The
Deligne–Beilinson cohomology groups can also be constructed as the hypercohomology
groups of a complex of sheaves of graded abelian groups in the Zariski topology (see
[27, § 5] for details). We will denote the corresponding sheaf in the Zariski topology by
Λ(∗)D,Zar; we will not need the precise definition of this sheaf for general Λ. In contrast,
in Definition 5.32, we will give a concrete construction in the case Λ = R.

An exact sequence

The definition of Deligne–Beilinson cohomology as the cohomology of a simple complex
associated to a morphism of complexes implies the existence of some exact sequences. One
of these exact sequences relates Deligne–Beilinson cohomology to the usual cohomology
and shows that the integral Deligne–Beilinson cohomology is an extension of the group
of Hodge cycles by an intermediate Jacobian. We recall the construction of this exact
sequence. There is a natural map

Λ(p)D → Rj∗Λ(p) (5.3)

given by (a, f, ω) 	→ a. The kernel of this morphism is the simple

s(F pΩ∗
X

(log D) → j∗Ω
∗
X).

Since the differential is strict with respect to the Hodge filtration (see [23]), the cohom-
ology of this simple complex is given by H∗(X, C)/F pH∗(X, C). Therefore, there is a
long exact sequence

· · · → Hn−1(X, C)/F pHn−1(X, C) → Hn
D(X, Λ(p)) → Hn(X, Λ(p)) → · · · . (5.4)

The product in Deligne–Beilinson cohomology

Beilinson has introduced a product in this cohomology. More specifically, he has intro-
duced a family of pairings indexed by the interval [0, 1]. For 0 � α � 1, the pairing ∪α is
given by

(a, f, ω) ∪α (a′, f ′, ω′)

= (aa′, f ∧ f ′, α(ω ∧ a′ + (−1)nf ∧ ω′) + (1 − α)(ω ∧ f ′ + (−1)na ∧ ω′)),

where (a, f, ω) ∈ Λ(p)n
D and (a′, f ′, ω′) ∈ Λ(q)m

D . All these pairings turn out to be homo-
topically equivalent. If α = 0, 1, the pairing is associative and, if α = 1/2, the pairing is
graded commutative. Therefore, we obtain a well-defined commutative and associative
pairing in Deligne–Beilinson cohomology.
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Deligne–Beilinson cohomology and the Picard group

The Axiom 1.2 (xi) of [34] states for Deligne–Beilinson cohomology that there is a
natural transformation of functors

Pic(·) → H2
D(· , Λ(1)).

This natural transformation is realized by a morphism in the derived category of the
category of graded complexes of Zariski sheaves of abelian groups

c1 : O×
alg[−1] → Λ(1)D,Zar; (5.5)

we refer to [27, § 5] for the precise construction. Here we only sketch a slightly different
version in the case Λ = Z; the other cases then follow by functoriality. Since, for p � 1 and
n � 0, we have Hn

D(X, Z(p)) = 0, we can assume that the complex of sheaves Z(1)D,Zar

starts in degree 1. Therefore, c1 is determined by a functorial isomorphism

c1 : H0(X, O×
alg) → H1

D(X, Z(1)), (5.6)

which can be described as follows. Using the quasi-isomorphism

Z(1) → s(OX
exp−−→ O×

X [−1]),

one sees that Z(1)D is quasi-isomorphic to the complex

s(Rj∗O×
X ⊕ F 1Ω∗

X
(log D) u′

−→ Rj∗(Ω∗
X/OX)),

where u′(a, f) = −d log a + f . Hence, the group H1
D(X, Z(1)) is isomorphic to

{(f, ω) ∈ H0(X, O×
X) ⊕ H0(X, Ω1

X
(log D)) | d log f = ω}.

By the GAGA principle the morphism H0(X, O×
alg) → H1

D(X, Z(1)) given by ω 	→
(ω, d log ω) is an isomorphism.

5.2. Review of Deligne algebras

In this section we will recall some definitions and results from [17] about Dolbeault
algebras and their associated Deligne algebras. The interest in Deligne algebras is
explained by the fact that they are very simple objects which compute real Deligne–
Beilinson cohomology.

Dolbeault complexes

Definition 5.7. A Dolbeault complex A = (A∗
R, dA) is a graded complex of real vector

spaces, which is bounded from below and equipped with a bigrading on AC = AR ⊗R C,
i.e.

An
C =

⊕
p+q=n

Ap,q,

satisfying the following properties.
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(i) The differential dA can be decomposed as the sum dA = ∂ + ∂̄ of operators ∂ of
type (1, 0), respectively ∂̄ of type (0, 1).

(ii) It satisfies the symmetry property Ap,q = Aq,p, where the bar denotes complex
conjugation.

Notation 5.8. Given a Dolbeault complex A = (A∗
R, dA), we will use the following

notation. The Hodge filtration F of A is the decreasing filtration of AC given by

F pAn = F pAn
C =
⊕
p′�p

Ap′,n−p′
.

The filtration F of A is the complex conjugate of F , i.e.

F
p
An = F

p
An

C = F pAn
C.

For an element x ∈ AC, we write xi,j for its component in Ai,j . For k, k′ � 0, we define
an operator F k,k′

: AC → AC by the rule

F k,k′
(x) :=

∑
l�k, l′�k′

xl,l′ .

We note that the operator F k,k′
is the projection of A∗

C onto the subspace F kA∗ ∩ F
k′

A∗.
We will write F k = F k,−∞.

We denote by An
R(p) the subgroup (2πi)p · An

R ⊆ An
C, and we define the operator

πp : AC → AR(p)

by setting πp(x) := 1
2 (x + (−1)px̄).

The Deligne complex

To any Dolbeault complex we can associate a Deligne complex.

Definition 5.9. Let A be a Dolbeault complex. We denote by A∗(p)D the complex
s(AR(p) ⊕ F pA

u−→ AC), where u(a, f) = −a + f .

Definition 5.10. The Deligne complex (D∗(A, ∗), dD) associated to a Dolbeault complex
A is the graded complex given by

Dn(A, p) =

{
An−1

R (p − 1) ∩ Fn−p,n−pAn−1
C , if n � 2p − 1,

An
R(p) ∩ F p,pAn

C, if n � 2p,

with differential given by (x ∈ Dn(A, p))

dDx =

⎧⎪⎨⎪⎩
−Fn−p+1,n−p+1dAx, if n < 2p − 1,

−2∂∂̄x, if n = 2p − 1,

dAx, if n � 2p.
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Ap,n → · · · → An,n

↑ ↑
...

...
↑ ↑

Ap,p → · · · → An,p

⎞⎟⎟⎟⎟⎟⎟⎠
R

(p)

⎛⎜⎜⎜⎜⎜⎜⎝
A0,p−1 → · · · → Ap−1,p−1

↑ ↑
...

...
↑ ↑

A0,0 → · · · → Ap−1,0

⎞⎟⎟⎟⎟⎟⎟⎠
R

(p − 1)

−2∂∂̄


����������

Figure 1. D(A, p).

For instance, if A is a Dolbeault complex satisfying Ap,q = 0 for p < 0, q < 0, p > n,
or q > n, then the complex D(A, 0) agrees with the real complex A∗

R; for p > 0, we have
represented D(A, p) in Figure 1 below, where the lower left square is shifted by one; this
means in particular that A0,0 sits in degree 1 and Ap−1,p−1 sits in degree 2p − 1.

Remark 5.11. It is clear from the definition that the functor D(· , p) is exact for all p.

The main property of the Deligne complex is expressed by the following proposition;
for a proof see [17].

Proposition 5.12. The complexes A∗(p)D and D∗(A, p) are homotopically equiva-
lent. The homotopy equivalences ψ : An(p)D → Dn(A, p) and ϕ : Dn(A, p) → An(p)D are
given by

ψ(a, f, ω) =

{
π(ω), if n � 2p − 1,

F p,pa + 2πp(∂ωp−1,n−p+1), if n � 2p,

where π(ω) = πp−1(Fn−p,n−pω), i.e. π is the projection of AC over the cokernel of u, and

ϕ(x) =

{
(∂xp−1,n−p − ∂̄xn−p,p−1, 2∂xp−1,n−p, x), if n � 2p − 1,

(x, x, 0), if n � 2p.

Moreover, ψ ◦ ϕ = id, and ϕ ◦ ψ − id = dh + hd, where h : An(p)D → An−1(p)D is given
by

h(a, f, ω) =

{
(πp(F

p
ω + F

n−p
ω),−2F p(πp−1ω), 0), if n � 2p − 1,

(2πp(F
n−p

ω),−F p,pω − 2Fn−p(πp−1ω), 0), if n � 2p.

�
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Example

Let X be a complex projective manifold, and E∗
X the sheaf of smooth, complex differ-

ential forms on X. Then, the complex of global sections E∗
X of E∗

X has a natural structure
of Dolbeault complex. The cohomology of the complex D∗(EX , p) is naturally isomorphic
to the real Deligne–Beilinson cohomology H∗

D(X, R(p)) of X (see [25]).

The product in the Deligne complex

The multiplicative structure of a Dolbeault algebra induces a product in the Deligne
complex which is graded commutative and associative up to homotopy.

Definition 5.13. A Dolbeault algebra A = (A∗
R, dA,∧) is a Dolbeault complex equipped

with an associative and graded commutative product

∧ : A∗
R × A∗

R → A∗
R

such that the induced multiplication on A∗
C is compatible with the bigrading, i.e.

Ap,q ∧ Ap′,q′ ⊆ Ap+p′,q+q′
.

Definition 5.14. Let A be a Dolbeault algebra. The Deligne algebra associated to
A is the Deligne complex D∗(A, ∗) together with the graded commutative product
• : Dn(A, p) × Dm(A, q) → Dn+m(A, p + q) given by

x • y =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
(−1)nrp(x) ∧ y + x ∧ rq(y), if n < 2p, m < 2q,

F l−r,l−r(x ∧ y), if n < 2p, m � 2q, l < 2r,

F r,r(rp(x) ∧ y) + 2πr(∂(x ∧ y)r−1,l−r), if n < 2p, m � 2q, l � 2r,

x ∧ y, if n � 2p, m � 2q,

where we have written l = n + m, r = p + q, and rp(x) = 2πp(F pdAx).

For a proof of the next result we refer to [17].

Proposition 5.15. Let D∗(A, ∗) be the Deligne algebra associated to a Dolbeault alge-
bra A. Then, we have the following statements.

(i) The product • is associative up to a natural homotopy ha.

(ii) For x ∈ D2p(A, p), y ∈ D2q(A, q), z ∈ D2r(A, r), we have

ha(x ⊗ y ⊗ z) = 0,

i.e. the product • is pseudo-associative in the sense of Definition 3.41; in particular,
the direct sum

⊕
n∈Z D2n(A, n) is an associative subalgebra.

(iii) There is a natural morphism of graded complexes rp : D∗(A, p) → A∗(p) given by

rp(x) =

{
∂(xp−1,n−p) − ∂̄(xn−p,p−1), if n � 2p − 1,

x, if n � 2p;
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here x ∈ Dn(A, p). This morphism is multiplicative up to homotopy and induces a
morphism of graded algebras

H∗(D(A, p)) → H∗(A(p)).

�
Remark 5.16. In his thesis [32], Fulea has introduced a new product structure for
the Deligne algebra D∗(A, ∗), which is graded commutative and associative. Using this
product structure one may simplify some of the constructions of the present paper; in
particular, one can avoid the use of pseudo-associativity.

Specific degrees

In the sequel we will be interested in some specific degrees where we can give simpler
formulae. Namely, we consider

D2p(A, p) = A2p
R (p) ∩ Ap,p,

D2p−1(A, p) = A2p−2
R (p − 1) ∩ Ap−1,p−1,

D2p−2(A, p) = A2p−3
R (p − 1) ∩ (Ap−2,p−1 ⊕ Ap−1,p−2).

The corresponding differentials are given by

dDx = dAx, if x ∈ D2p(A, p),

dDx = −2∂∂̄x, if x ∈ D2p−1(A, p),

dD(x, y) = −∂x − ∂̄y, if (x, y) ∈ D2p−2(A, p).

Moreover, the product is given as follows: for x ∈ D2p(A, p), y ∈ D2q(A, q) or y ∈
D2q−1(A, q), we have

x • y = x ∧ y,

and for x ∈ D2p−1(A, p), y ∈ D2q−1(A, q), we have

x • y = −∂x ∧ y + ∂̄x ∧ y + x ∧ ∂y − x ∧ ∂̄y.

Dolbeault modules

Once we have defined Dolbeault algebras we may introduce the concept of Dolbeault
modules. The main example is the space of currents over a variety as a module over the
space of differential forms.

Definition 5.17. Let A be a Dolbeault algebra and M a Dolbeault complex. We say
that M is a Dolbeault module over A, if M is a differential graded module satisfying

Ap,qMp′,q′ ⊆ Mp+p′,q+q′
.

The following proposition is straightforward.

Proposition 5.18. Let A be a Dolbeault algebra and M a Dolbeault module over A.
Then, D∗(M, ∗) is a differential graded module over D∗(A, ∗). Moreover, the action is
pseudo-associative. �
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Deligne complexes and Deligne–Beilinson cohomology

The main interest in Deligne complexes is expressed by the following theorem which
is proven in [17] in a particular case, although the proof is valid in general. It is a
consequence of Proposition 5.12.

Theorem 5.19. Let X be a complex algebraic manifold, X a smooth compactification
of X with D = X \ X a normal crossing divisor, and denote by j : X → X the natural
inclusion. Let A∗ be a sheaf of Dolbeault algebras over X

an
such that, for every n, p, the

sheaves An and F pAn are acyclic, A∗ is a multiplicative resolution of Rj∗R, and (A∗
C, F )

is a multiplicative filtered resolution of (Ω∗
X

(log D), F ). Putting A∗ = Γ (X, A∗), we have
a natural isomorphism of graded algebras

H∗
D(X, R(p)) ∼= H∗(D(A, p)).

Moreover, the morphism rp of Proposition 5.15 (iii) induces the natural morphism of
graded algebras

H∗
D(X, R(p)) → H∗(X, R(p)).

�

5.3. A Gillet complex: the Deligne algebra Dlog

Smooth differential forms with logarithmic singularities

Let W be a complex algebraic manifold and D a normal crossing divisor in W . We put
X = W \ D, and denote by j : X → W the natural inclusion. We recall that E∗

W denotes
the sheaf of smooth, complex differential forms on W .

Definition 5.20. The complex of sheaves E∗
W (log D) of differential forms with logarith-

mic singularities along D is the E∗
W -subalgebra of j∗E

∗
X , which is locally generated by

the sections

log ziz̄i,
dzi

zi
,
dz̄i

z̄i
for i = 1, . . . , m,

where z1 · · · zm = 0 is a local equation for D (see [15]).

Notation 5.21. In the sequel we will adhere to the following convention. Sheaves in the
analytic topology will usually be denoted by script letters, whereas the group of global
sections will be denoted by the corresponding roman letters. For instance, we will write

E∗
W = Γ (W, E∗

W ),

E∗
W (log D) = Γ (W, E∗

W (log D)),

E∗
W,R(log D) = Γ (W, E∗

W,R(log D)).

With this notation, the complex EW (log D) = (E∗
W,R(log D), d) is a Dolbeault algebra.
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Suppose now that W is proper. Then, there are multiplicative isomorphisms in the
derived category of abelian sheaves over W :

Rj∗R(p) → E∗
W,R(log D)(p),

j∗Ω
∗
X → E∗

W (log D),

F pΩ∗
W (log D) → F pE∗

W (log D).

We therefore obtain the following theorem from Theorem 5.19.

Theorem 5.22. There is a natural multiplicative isomorphism

H∗
D(X, R(p)) → H∗(D(EW (log D), p)).

�

Logarithmic singularities at infinity

We want to obtain a description of Deligne–Beilinson cohomology which is independent
of a given compactification. Given a complex algebraic manifold X, let I be the category
of all smooth compactifications of X with a normal crossing divisor as its complement.
This means that an element (Xα, jα) of I consists of a proper complex algebraic manifold
Xα together with an immersion jα : X → Xα such that Dα = Xα \ jα(X) is a normal
crossing divisor. The morphisms of I are the maps f : Xα → Xβ satisfying f ◦ jα = jβ .
It can be shown that the opposite category Io is directed (see [23]).

We put
E∗

log(X)◦ = lim−→
α∈Io

E∗
Xα

(log Dα);

it is clear that the vector spaces E∗
log(X)◦ form a complex of presheaves E∗

log
◦ in the

Zariski topology.∗

The corresponding real subcomplex Elog(X)◦ = (E∗
log,R(X)◦, d) is a presheaf of Dol-

beault algebras. Moreover, by the results of [15], if f : Xα → Xβ is a morphism of I, the
induced morphism

f∗ : (E∗
Xβ

(log Dβ), F ) → (E∗
Xα

(log Dα), F ) (5.23)

is a real filtered quasi-isomorphism. Since Io is directed, all the induced morphisms

(E∗
Xα

(log Dα), F ) → (E∗
log(X)◦, F )

are also real filtered quasi-isomorphisms.
We will denote by E∗

log the complex of sheaves in the Zariski topology associated to
the complex of presheaves E∗

log
◦.

Definition 5.24. The complex of differential forms with logarithmic singularities along
infinity is defined by

E∗
log(X) = Γ (X, E∗

log);

it is a subalgebra of E∗
X = Γ (X, E∗

X). We denote the corresponding real subcomplex by
E∗

log,R(X).
∗ Added in proof: in fact, E∗

log
◦ is a sheaf (see [19, Theorem 3.6]).
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Remark 5.25. The natural map E∗
log(X)◦ → E∗

log(X) is injective, but not surjective, in
general.

Pseudo-flasque complexes of presheaves

In order to understand the relationship between the cohomology of the complexes
E∗

log(X) and E∗
log(X)◦, we introduce pseudo-flasque complexes of presheaves.

Definition 5.26. Let X be a scheme and F∗ a complex of presheaves in the Zariski
topology of X. Then, F∗ is called pseudo-flasque, if F∗(∅) = 0 and if, for every pair of
open subsets U , V , the natural map

F(U ∪ V ) → s(F(U) ⊕ F(V ) → F(U ∩ V ))

is a quasi-isomorphism.

For instance, any complex of totally acyclic sheaves is a pseudo-flasque complex of
presheaves.

The basic property of pseudo-flasque complexes of presheaves is the analogue of Propo-
sition 1.12.

Proposition 5.27. Let F be a pseudo-flasque complex of presheaves, and let F ′ be the
associated complex of sheaves. Then, for any scheme X, we have

Hn(X, F ′) = Hn(Γ (X, F)).

�

Remark 5.28. It is possible to generalize the notion of G-complexes using pseudo-flasque
complexes of presheaves. All the theory developed in §§ 3 and 4 can be generalized with
minor modifications.

Proposition 5.29. The natural morphism

(E∗
log(X)◦, F ) → (E∗

log(X), F )

is a filtered quasi-isomorphism.

Proof. By the filtered quasi-isomorphism (5.22), the filtered complex (E∗
log(X)◦, F )

computes the cohomology of X with complex coefficients with its Hodge filtration. Since
the Mayer–Vietoris sequence for the cohomology of X with complex coefficients is an
exact sequence of mixed Hodge structures, it induces Mayer–Vietoris sequences for the
graded pieces with respect to the Hodge filtration. Therefore, the complexes of presheaves
Ep,∗

log (X)◦ are pseudo-flasque. By a partition of unity argument (see the discussion before
Lemma 6.11) it is easy to see that the sheaves Ep,q

log (X) are totally acyclic. Hence, the
result follows from Proposition 5.27. �
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A Deligne complex with logarithmic singularities

Definition 5.30. Let X be a complex algebraic manifold. For any integer p, we put

D∗
log(X, p) = D∗(Elog(X), p).

By the exactness of the functor D(· , p), Theorem 5.22 and Proposition 5.29, we obtain
the following corollary.

Corollary 5.31. There is a natural multiplicative isomorphism

H∗
D(X, R(p)) → H∗(Dlog(X, p)).

�

A Gillet complex for real Deligne–Beilinson cohomology

We denote by C the site of regular schemes in ZAR(Spec(C)). In particular, we recall
that all schemes in C are separated and of finite type over Spec(C). For a scheme X in
C, the set of complex points X(C) is a complex algebraic manifold.

Definition 5.32. For any integers n, p, let Dn
log(p) denote the presheaf (in fact, a sheaf)

over C, which assigns to X the group

Dn
log(X, p) = Dn

log(X(C), p) = Dn(Elog(X(C)), p).

For any scheme X in C, we will denote the induced presheaf of graded complexes of real
vector spaces on X by Dlog,X = D∗

log,X(∗).

Proposition 5.33. For any integers n, p, the presheaf Dn
log,X(p) is a totally acyclic sheaf

on X.

Proof. This follows from the facts that the functor D(· , p) is exact and that the sheaves
Ep,q

log are totally acyclic. �

Theorem 5.34. The graded complex of sheaves of abelian groups Dlog is a Gillet com-
plex for regular schemes over C, which computes real Deligne–Beilinson cohomology.
Moreover, the pair (Dlog, •) is a graded commutative and pseudo-associative algebra for
real Deligne–Beilinson cohomology.

Proof. Since Dlog is a totally acyclic sheaf in the Zariski topology, the hypercohomol-
ogy agrees with the cohomology of the complex of global sections. By Theorem 5.19,
the complex of global sections computes real Deligne–Beilinson cohomology. Since [48]
shows that real Deligne–Beilinson cohomology satisfies the Gillet axioms, the complex
Dlog is a Gillet complex. Finally, Proposition 5.15 and Theorem 5.19 imply the claimed
multiplicative properties. �
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5.4. Deligne–Beilinson homology of proper smooth varieties

The homology theory associated to a Gillet cohomology determines direct images and
classes for algebraic cycles. For this reason we have to discuss the construction and
basic properties of Deligne–Beilinson homology. In general, Deligne–Beilinson homology
is defined by means of currents and smooth singular chains (for details, see [48]). But
since we are only interested in real Deligne–Beilinson homology, we do not need to use
singular chains. Apart from some minor changes, we will follow [48]. In particular, unless
stated otherwise, we will follow the conventions therein.

Currents

Let X be a complex algebraic manifold. The sheaf ′En
X of currents of degree n on X

is defined as follows. For any open subset U of X, the group ′En
X(U) is the topological

dual of the group of sections with compact support Γc(U,E−n
X ). The differential

d : ′En
X → ′En+1

X

is defined by
dT (ϕ) = (−1)nT (dϕ);

here T is a current and ϕ a corresponding test form.
The real structure and the bigrading of E∗

X induce a real structure and a bigrading of
′E∗

X . Furthermore, there is a pairing

En
X ⊗ ′Em

X → ′En+m
X , ω ⊗ T 	→ ω ∧ T,

where the current ω ∧ T is defined by

(ω ∧ T )(η) = T (η ∧ ω).

This pairing, the real structure and the bigrading equip ′E∗
X with the structure of a

Dolbeault module ′EX = ( ′E∗
X,R, d) over the Dolbeault algebra EX = (E∗

X,R, d).

Deligne–Beilinson homology

Definition 5.35. Let X be a proper complex algebraic manifold. Then, the real Deligne–
Beilinson homology groups of X are defined by

′H∗
D(X, R(p)) = H∗(D( ′EX , p)),

where, as fixed in Notation 5.21, we have written ′E∗
X = Γ (X, ′E∗

X). We will also write

HD
n (X, R(p)) = ′H−n

D (X, R(−p)).

Remark 5.36. The proof that the above definition of the real Deligne–Beilinson homol-
ogy groups agrees with Beilinson’s definition as given in [4] or [48], is completely analo-
gous to the proof of Theorem 5.19 given in [17].
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Equidimensional varieties

Definition 5.37. Let X be an equidimensional complex algebraic manifold of dimen-
sion d. Then, we put

D∗
X = ′E∗

X [−2d](−d),

and, according to Notation 5.21,

D∗
X = Γ (X, D∗

X).

In particular, we note

D
p,q
X = ′Ep−d,q−d

X ,

D∗
X,R(p) = (2πi)p−d · ′E∗

X,R;

therefore, the subcomplex of real currents Dn
X,R(U, p) is the topological dual of

Γc(U,E2d−n
X,R (p − d)).

The current associated to a differential form

Let X be an equidimensional complex algebraic manifold of dimension d. Then, there
is a natural morphism of sheaves

E∗
X → D∗

X

given by ω 	→ [ω], where the current [ω] is defined by

[ω](η) =
1

(2πi)d

∫
X

η ∧ ω, (5.38)

for a corresponding test form η with compact support. This morphism is compatible
with the structure of the Dolbeault module DX = (D∗

X,R, d) over the Dolbeault algebra
EX = (E∗

X,R, d).
We will use the same notation and normalization for any locally integrable differential

form ω.

Poincaré duality

The local version of Poincaré duality is the following theorem. For a proof we refer,
for example, to [39, p. 384].

Theorem 5.39 (local Poincaré duality). Let X be an equidimensional complex alge-
braic manifold. Then, the morphism (E∗

X , F ) → (D∗
X , F ) is a filtered quasi-isomorphism,

which is compatible with the underlying real structures. �
From the local version of Poincaré duality, one derives the following corollary.

Corollary 5.40 (Poincaré duality). Let X be a proper equidimensional complex
algebraic manifold of dimension d. Then, there is a natural isomorphism

Hn
D(X, R(p)) → ′Hn−2d

D (X, R(p − d)) = HD
2d−n(X, R(d − p)).

�
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Direct images

Let f : X → Y be a proper morphism between complex algebraic manifolds. Then, we
define a morphism of sheaves

f! : f∗
′E∗

X → ′E∗
Y

by setting (f!T )(η) = T (f∗η) for a test form η. When X and Y are proper, this morphism
induces a morphism

f! : ′H∗
D(X, p) → ′H∗

D(Y, p).

If furthermore X and Y are equidimensional, and f has relative dimension e, the mor-
phism f! sends Dn

X,R(p) to Dn−2e
Y,R (p − e). Therefore, by Poincaré duality, for each n, p,

we obtain an induced morphism

f! : Hn
D(X, R(p)) → Hn−2e

D (Y, R(p − e)).

If f is smooth and ω is a differential form on X, we will write

f!ω =
1

(2πi)e

∫
f

ω

for the integration of ω along the fibre. It turns out that the definition of a current
associated to a differential form and of push-forwards are compatible, i.e.

f![ω] = [f!ω].

The fundamental class

Let X be a proper equidimensional complex algebraic manifold of dimension d. Then,
the fundamental class of Axiom 1.2 (iv) of [34] in

H0
D(X, R(0)) ∼= HD

2d(X, R(d)) = ′H−2d
D (X, R(−d))

is determined by the constant function 1. Therefore, the fundamental class can be rep-
resented by the current

δX = [1].

The class of a cycle

Definition 5.41. Let X be a complex algebraic manifold, and Y an e-dimensional
irreducible subvariety of X. Let Ỹ be a resolution of singularities of Y , and ı : Ỹ → X

the induced map. Then, the current integration along Y , denoted by δY , is defined by

δY = ı!δỸ ∈ D−2e( ′EX ,−e) = ′E−2e
X,R(−e) ∩ ′E−e,−e

X .

Therefore, it satisfies

δY (η) =
1

(2πi)e

∫
Ỹ

ı∗η.

If X is equidimensional of dimension d and p = d−e, we obtain by the convention on the
real structure of D∗

X that δY is an element of D2p(DX , p) = D2p
X,R(p) ∩ Dp,p

X . By linearity,
we define δy for any algebraic cycle y.
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Since the current δY is closed, the following definition makes sense.

Definition 5.42. Let X be a proper complex algebraic manifold, and y an e-dimensional
algebraic cycle of X. The homology class of y, denoted by clD(y) or simply by cl(y), is
the class in ′H−2e

D (X, R(−e)) represented by δy. If X is equidimensional of dimension d

and p = d − e, the (cohomology) class of y in H2p
D (X, R(p)), also denoted by clD(y) or

cl(y), is defined by Poincaré duality.

5.5. Deligne–Beilinson homology of arbitrary varieties

Up to now, we have discussed Deligne–Beilinson homology only for proper complex
algebraic manifolds. Therefore, we still have to treat the case of non-proper complex
algebraic manifolds. Moreover, even if a Gillet cohomology is only defined for smooth
varieties, the homology should also be defined for singular varieties. In this section we
will discuss Deligne–Beilinson homology for general varieties. By abuse of notation, we
will denote in this section a complex variety and its associated analytic space by the
same letter. This will not cause confusion, since we consider only sheaves in the analytic
topology in this section.

Note that the complexes of currents which we will use are slightly different from the
complexes used in [48].

Currents on a subvariety

Let X be a complex algebraic manifold, Y a closed subvariety of X, and j : Y → X

the natural inclusion. We put

ΣY E∗
X = {ω ∈ E∗

X | j∗ω = 0}.

Definition 5.43. The sheaf of currents on Y is defined by

′E∗
Y = {T ∈ ′E∗

X | T (ω) = 0 ∀ω ∈ ΣY E∗
X}.

Furthermore, we put
′E∗

X/Y = ′E∗
X/ ′E∗

Y .

The sheaf ′E∗
Y was introduced by Bloom and Herrera in [8]. If Y is smooth, it agrees

with the usual definition. The sheaf ′En
X/Y is the sheaf of distributions for ΣY E−n

X . We
point out that when Y is a normal crossing divisor, the complex of sheaves ′E∗

X/Y does
not agree with the complex denoted by ′Ω∗

X∞〈Y 〉 in [48] because this last complex is not
defined over R (see also [51]). Note, however, that, as a consequence of Theorem 5.44,
both complexes are filtered quasi-isomorphic.

If X is equidimensional of dimension d, we put as before

D∗
X/Y = ′E∗

X/Y [−2d](−d),

D
∗
Y = ′E∗

Y [−2d](−d).
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We observe that the grading for the complex D
∗
Y is relative to the dimension of X and

not to the dimension of Y . Therefore, if Y is smooth, the complex D
∗
Y does not agree

with the complex D∗
Y .

The complex ′E∗
X/Y defines a Dolbeault complex. If X is equidimensional of dimension

d, the complex D∗
X/Y also defines a Dolbeault complex. In particular, both complexes

have a well-defined Hodge filtration.

Normal crossing divisors

Theorem 5.44. Let X be an equidimensional complex algebraic manifold of dimension
d, and Y a normal crossing divisor in X. Then, there is a well-defined morphism of
complexes

E∗
X(log Y ) → D∗

X/Y , ω 	→ [ω],

satisfying

[ω](η) =
1

(2πi)d

∫
U

η ∧ ω,

where U is an open subset of X, ω ∈ Γ (U,E∗
X(log Y )), and η ∈ Γc(U, ΣY E∗

X). Moreover,
this morphism is a quasi-isomorphism with respect to the Hodge filtration.

Proof. The fact that we have a well-defined morphism of complexes is proven in [16, 3.3].
All the ingredients for the proof that the morphism in question is a filtered quasi-

isomorphism are contained in [31]. We put

E∗
X(hol log Y ) = Ω∗

X(log Y ) ⊗Ω∗
X

E∗
X ,

Q∗
X(hol log Y ) = E∗

X(hol log Y )/E∗
X .

Since these complexes are not defined over R, they do not define Dolbeault complexes.
Nevertheless, we can define the Hodge filtration in the usual way.

By [15], the natural inclusion

E∗
X(hol log Y ) → E∗

X(log Y )

is a filtered quasi-isomorphism with respect to the Hodge filtration. Thus, it is enough
to show that the composition

E∗
X(hol log Y ) → D∗

X/Y

is a filtered quasi-isomorphism.
Following [31] and [43], we define a map PV : E∗

X(hol log Y ) → D∗
X by setting

PV(ω)(η) =
1

(2πi)d

∫
U

η ∧ ω,

where U is an open subset of X, ω ∈ Γ (U,E∗
X(hol log Y )), and η ∈ Γc(U,E∗

X). We note
that the map PV is not a morphism of complexes.
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Starting with the commutative diagram

0 �� E∗
X

��

��

E∗
X(hol log Y ) ��

��PV
��

Q∗
X(hol log Y ) �� 0

0 �� D
∗
Y

�� D∗
X

�� D∗
X/Y

�� 0

we define a morphism of complexes

Res : Q∗
X(hol log Y )[−1] → D

∗
Y

by

Res(ω) = d PV(ω) − PV(dω),

where ω is any representative of ω in E∗
X(hol log Y )[−1]. It is easy to see that Res is well

defined and its image lies in D
∗
Y . By the local description of Res given in [31, 3.6], it

is a homogeneous morphism of bidegree (0, 1). Thus, it is compatible with the Hodge
filtration, and we obtain a map of distinguished exact triangles

Grp
F Q∗

X(hol log Y )[−1] ��

Res
��

Grp
F E∗

X
��

��

Grp
F E∗

X(hol log Y ) ��

��
Grp

F D
∗
Y

�� Grp
F D∗

X
�� Grp

F D∗
X/Y

��

From this we conclude that, if two of the above vertical maps are quasi-isomorphisms,
so is the third. By Theorem 5.39, the middle vertical arrow is a quasi-isomorphism. By
means of an auxiliary complex K∗

X〈Y 〉 equipped with a Hodge filtration, the following
commutative triangle, where all the morphisms are filtered, is established in [31]:

K∗
X〈Y 〉

ηX

��

Q∗
X(hol log Y )[−1]

H0

��������������

Res
���������������

D
∗
Y

Now it is proven in [31] that all the morphisms in this diagram are quasi-isomorphisms
and that H0 is a filtered quasi-isomorphism with respect to the Hodge filtration. It is also
immediate from the proof in [31] that ηX is a filtered quasi-isomorphism with respect
to the Hodge filtration. This proves that Res is also a filtered quasi-isomorphism with
respect to the Hodge filtration from which the claim follows. �
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Deligne–Beilinson homology of non-proper varieties

Definition 5.45. Let X be a complex algebraic manifold, and X a smooth compactifi-
cation of X with D = X \ X a normal crossing divisor. Then, the real Deligne–Beilinson
homology groups of X are defined by

′H∗
D(X, R(p)) = H∗(D( ′EX/D, p)).

We will also write
HD

n (X, R(p)) = ′H−n
D (X, R(−p)).

Theorem 5.46. Real Deligne–Beilinson homology is well defined. That is, it does not
depend on the choice of a compactification. Moreover, it is covariant for proper morphisms
between smooth complex varieties.

Proof. The main ingredients of the proof of the first statement are, first, that given two
compactifications X1 and X2 as above, there is always a third compactification X3 that
dominates both; and, second, that given a diagram of compactifications

X1
ϕ �� X2

X

��								

��

with normal crossing divisors D1 and D2, the morphism ϕ induces a filtered quasi-
isomorphism

ϕ! : ϕ∗
′E∗

X1/D1
→ ′E∗

X2/D2
.

The main ingredient to show the covariance is that, given a proper morphism f : X → Y

between smooth complex varieties, it is possible to construct a commutative diagram

X ��

f

��

X

ϕ

��
Y �� Y

where X and Y are smooth compactifications with normal crossing divisor DX = X \ X

and DY = Y \ Y . Then there is an induced morphism

ϕ! : ϕ∗
′E∗

X/DX
→ ′E∗

Y /DY
. (5.47)

For more details see [48, § 1]. �

Poincaré duality for non-proper varieties

A direct consequence of Theorem 5.44 is the following corollary.
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Corollary 5.48 (Poincaré duality). Let X be an equidimensional complex algebraic
manifold of dimension d. Then, there is a natural isomorphism

Hn
D(X, R(p)) → ′Hn−2d

D (X, R(p − d)) = HD
2d−n(X, R(d − p)).

�

Corollary 5.49. The definition of Deligne–Beilinson homology given here agrees with
the definition given in [4] and [48]. �

Direct images

Let f : X → Y be a proper equidimensional morphism between complex algebraic
manifolds, of relative dimension e. Then, using Poincaré duality and the covariance of
Deligne–Beilinson homology, for each n, p, we obtain an induced morphism

f! : Hn
D(X, R(p)) → Hn−2e

D (Y, R(p − e)).

Deligne–Beilinson homology of arbitrary varieties

In order to define Deligne–Beilinson homology for a possibly singular variety, we will
use simplicial resolutions. For details on simplicial resolutions and cohomological descent
the reader is referred to [24] or [2].

Let X be a variety over C. Then, there is a smooth simplicial scheme X· with an
augmentation π : X· → X, which is a proper hypercovering, and hence satisfies coho-
mological descent. Furthermore, there is a proper smooth simplicial scheme X · together
with an open immersion X· → X · such that the complement D· = X · \ X· is a normal
crossing divisor. By the covariance of currents, we obtain a simplicial graded complex
D∗( ′EX·/D·

, p). Let ′N be the canonical normalization functor transforming a simplicial
group into a cochain complex, i.e. this functor transforms a simplicial group into a chain
complex and then reverses the signs of the grading.

Definition 5.50. The real Deligne–Beilinson homology groups of X are defined by

′H∗
D(X, R(p)) = H∗(s( ′ND( ′EX·/D·

, p))).

As usual, we will also write

HD
n (X, R(p)) = ′H−n

D (X, R(−p)).

For a proof of the next result see [48]. It is based on the same principles as the proof
of Theorem 5.46.

Theorem 5.51. Real Deligne–Beilinson homology is well defined. That is, it does not
depend on the choice of a compactification of a proper hypercovering. Moreover, it is
covariant for proper morphisms between complex varieties.
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Remark 5.52. If Y is a normal crossing divisor of a proper smooth variety W , the proof
of Theorem 5.44 shows that we do not need to use a simplicial resolution of Y to compute
the Deligne–Beilinson homology of Y . Indeed, the complex ′E∗

Y is quasi-isomorphic to
the one obtained by a simplicial resolution. Therefore, we have

′H∗
D(Y, R(p)) = H∗(D( ′EY , p)).

More generally, if Y is a normal crossing divisor of a smooth variety W , and W is a
smooth compactification of W such that Z = W \ W and Y ∪ Z are normal crossing
divisors, we write

′E∗
(Y ∪Z)/Z = ′E∗

Y ∪Z/ ′E∗
Z .

Then, we can use the graded complex D∗( ′E(Y ∪Z)/Z , p) to compute the real Deligne–
Beilinson homology of Y .

Poincaré duality for general varieties

We will recall how to construct the long exact sequence in homology associated to a
closed subvariety, and the Poincaré duality isomorphism between homology and cohom-
ology with support. For details on the proof we refer to [48].

Let X be a variety over C, and Y a closed subvariety of X. Then, there is a smooth
simplicial scheme X· with an augmentation π : X· → X, which is a proper hypercov-
ering, and hence satisfies cohomological descent. Furthermore, there is a proper smooth
simplicial scheme X · together with an open immersion X· → X · such that D· = X · \ X·,
Y· = π−1(Y ), and Z· = D· ∪ Y· are normal crossing divisors. We observe that Y· → Y

also satisfies cohomological descent. For p ∈ Z, we now obtain a short exact sequence

0 → s( ′ND∗( ′EZ·/D· , p)) → s( ′ND∗( ′EX·/D·
, p))

→ s( ′ND∗( ′EX·/Z·
, p)) → 0. (5.53)

From this exact sequence we obtain a long exact sequence of homology groups

· · · → ′H∗
D(Y, R(p)) → ′H∗

D(X, R(p)) → ′H∗
D(X \ Y, R(p)) → · · · .

Theorem 5.54 (Poincaré duality). Let X be an equidimensional complex algebraic
manifold of dimension d, and Y a closed subvariety of X. Then, there is a natural
isomorphism

HD
n (Y, R(p)) → H2d−n

D,Y (X, R(d − p)).

Proof. Let X be a smooth compactification of X with D = X \ X a normal crossing
divisor. Then, we may assume that the simplicial resolution X · used to construct the exact
sequence (5.52) satisfies the conditions that X0 is a proper modification of X, which is an
isomorphism over the complement of the adherence of Y and furthermore that X · → X

is a proper hypercovering. We define D·, Y·, and Z· as before. Then X0 \ Z0 can be
identified with X \ Y . Therefore, the cohomology group H∗

D,Y (X, R(p)) is computed as
the cohomology of the simple complex associated to the morphism of graded complexes

D∗(EX(log D), p) → D∗(EX0
(log Z0), p).
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For any variety S occurring in the simplicial resolution X ·, we put

D
∗
S = ′E∗

S [−2d](−d),

i.e. all the dimensions are considered relatively to X. The condition of X · → X being a
proper hypercovering implies the existence of a quasi-isomorphism

s( ′ND∗(DX·/D·
, p)) → D∗(DX/D, p).

Then, there is a commutative diagram

D∗(EX(log D), p) ��

∼
��

D∗(EX0
(log D0), p) ��

∼
��

D∗(EX0
(log Z0), p)

∼
��

D∗(DX/D, p) D∗(DX0/D0
, p)�� ��

��

D∗(DX0/Z0
, p)

∼
��

s( ′ND∗(DX·/D·
, p)) ��

∼
��















s( ′ND∗(DX·/Z·
, p))

(5.55)

where the arrows marked with ‘∼’ are quasi-isomorphisms. This shows that the cohom-
ology groups H∗

D,Y (X, R(p)) can be computed as the cohomology of the simple complex
associated to the morphism of graded complexes

s( ′ND∗(DX·/D·
, p)) → s( ′ND∗(DX·/Z·

, p)).

The result now follows from the exact sequence (5.52) and Poincaré duality for smooth
varieties. �

Direct images

We are finally able to define direct images for Deligne–Beilinson cohomology with
support. Let f : X → Y be a proper equidimensional morphism between smooth complex
varieties, of relative dimension e. Let Z ⊆ X and Z ′ ⊆ Y be closed subsets such that
f(Z) ⊆ Z ′. Then, for each n, p, there is a morphism

f! : Hn
D,Z(X, R(p)) → Hn−2e

D,Z′ (Y, R(p − e))

induced by Poincaré duality and the covariance of Deligne–Beilinson homology.
There are two special cases where the direct image can be easily described in terms of

differential forms with logarithmic singularities. The proof is left to the reader.

Proposition 5.56.

(i) Let X be a proper smooth complex variety and let Z ⊆ Y be closed subsets. Let X̃Z

be an embedded resolution of singularities of Z with normal crossing divisor DZ and
let X̃Y be an embedded resolution of singularities of Y with normal crossing divisor
DY that dominates X̃Z . Then the morphism Hn

D,Z(X, R(p)) → Hn
D,Y (X, R(p)) is

induced by the natural morphism

s(D∗(EX , p) → D∗(E
X̃Z

(log DZ), p)) → s(D∗(EX , p) → D∗(E
X̃Y

(log DY ), p)).
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(ii) Let f : X → Y be a proper smooth morphism between proper varieties, of relative
dimension e. Let Z ⊆ Y be a closed subset. Let Ỹ be an embedded resolution of
singularities of Z with normal crossing divisor D. We write

X̃ = X ×
Y

Ỹ , B = X ×
Y

D̃.

By the smoothness of f , X̃ is an embedded resolution of singularities of f−1(Z) with
normal crossing divisor B. Then integration along the fibre induces a morphism

f! : D∗(E
X̃

(log B), p) → D∗(EỸ (log D), p − e)[2e]

and the morphism Hn
D,f−1(Z)(X, R(p)) → Hn−2e

D,Z (Y, R(p − e)) is induced by the
morphism

f! : s(D∗(EX , p) → D∗(E
X̃

(log B), p))

→ s(D∗(EY , p − e) → D∗(EỸ (log D), p − e))[−2e].

5.6. Classes of cycles and line bundles

The class of a cycle in cohomology with support

We are now in a position to describe the class of a cycle in real Deligne–Beilinson
cohomology with support. To do this, let X be an equidimensional complex algebraic
manifold of dimension d. Since the class of a cycle in a quasi-projective variety is the
restriction of the class of a cycle in any compactification, we may assume that X is
projective. Then, let y be a p-codimensional, i.e. (d−p)-dimensional cycle of X, and Y the
support of y. Letting Y =

⋃
j Yj be the decomposition of Y into irreducible components,

we have y =
∑

j njYj with certain multiplicities nj . If Ỹ· denotes a proper hypercovering
of Y such that Ỹ0 is a resolution of singularities of Y , then Ỹ0 is a disjoint union of
irreducible components Ỹ0 =

⋃
j Ỹ0,j with Ỹ0,j a resolution of singularities of Yj . If ny

denotes the locally constant function with value nj on the component Ỹ0,j , then ny

defines an element [ny] of

D−2d+2p( ′EỸ0
,−d + p) = ′E−2d+2p

Ỹ0,R
(−d + p) ∩ ′E−d+p,−d+p

Ỹ0

given by

[ny](η) =
1

(2πi)d−p

∫
Ỹ0

ny · η.

The element [ny] is a cycle of the complex s(D∗( ′EỸ·
,−d + p)), and hence defines a

cohomology class in

HD
2d−2p(Y, R(d − p)) = ′H−2d+2p

D (Y, R(−d + p))

= H−2d+2p(s(D( ′EỸ·
,−d + p))).

The image of this class under the Poincaré duality isomorphism

HD
2d−2p(Y, R(d − p))

∼=−→ H2p
D,Y (X, R(p))
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is merely the class of the cycle y in H2p
D,Y (X, R(p)). Observing that the real mixed

Hodge structure of H2p
Y (X, R) is pure of type (p, p) and that H2p−1

Y (X, R) = 0, the
exact sequence (5.3) implies that the natural morphism

rp : H2p
D,Y (X, R(p)) → H2p

Y (X, R(p)) (5.57)

is an isomorphism. Therefore, the class of y in H2p
D,Y (X, R(p)) is determined by its image

in the Betti cohomology group H2p
Y (X, R(p)). Since the latter group is determined as the

cohomology of the simple complex

s(D∗
X(p) → D∗

X\Y (p)),

the class of the cycle y can be represented by the pair (δy, 0).

Differential forms representing the class of a cycle

By the above considerations we have a representative for the class of a cycle in terms of
currents. We now give a criterion, when a pair of differential forms represents this class.
For this let

(ω, g) ∈ s2p(Dlog(X, p) → Dlog(X \ Y, p));

by [16, 3.8.2] the form g is locally integrable on X. If U = X \ Y , we write [g]U for the
current associated to g as a smooth form on U ; we write [g]X for the current associated
to g as a locally integrable form on X. As usual, we put dc = (4πi)−1(∂ − ∂̄).

Proposition 5.58. Let X be a complex algebraic manifold, and y a p-codimensional
cycle on X with support Y . Let (ω, g) be a cycle in

s2p(Dlog(X, p) → Dlog(X \ Y, p)).

Then, we have the following statements.

(i) The class of the cycle (ω, g) in H2p
D,Y (X, R(p)) is equal to the class of y, if and only

if
−2∂∂̄[g]X = [ω] − δy. (5.59)

(ii) Assume that y =
∑

j njYj with irreducible subvarieties Yj and certain multiplicities
nj . Then, the cycle (ω, g) represents the class of y, if and only if the equality

− lim
ε→0

∫
∂Bε(Y )

αdcg =
(2πi)p−1

2

∑
j

nj

∫
Yj

α (5.60)

holds for any differential form α; here Bε(Y ) is an ε-neighbourhood of Y such that
the orientation of ∂Bε(Y ) is induced from the orientation of Bε(Y ).

Proof. (i) First, assume that the cycle (ω, g) represents the class of y in the group
H2p

D,Y (X, R(p)). Let X be a smooth compactification of X, and y a cycle extending y

with support Y . By [16, 4.8] there exists a pair (ω′
1, g

′
1) representing the class of y in



118 J. I. Burgos Gil, J. Kramer and U. Kühn

the simple complex s2p(Dlog(X, p) → Dlog(X \ Y , p)) such that −2∂∂̄[g′
1]X = [ω′

1] − δy.
We denote by ω1, respectively g1 the restriction of ω′

1, respectively g′
1 to X. By the

functoriality of the class of a cycle, the pairs (ω1, g1) and (ω, g) represent the same class.
Therefore, there are elements a ∈ D2p−1

log (X, p) and b ∈ D2p−2
log (X \ Y, p) such that

(dDa, a − dDb) = (ω, g) − (ω1, g1).

This shows

dD[g]X = dD[g1]X + dD[a] = [ω1] − δy + [ω] − [ω1] = [ω] − δy.

Since dD = −2∂∂̄ in degree 2p − 1, we find that the pair (ω, g) satisfies equation (5.58).
Conversely, assume that (ω, g) satisfies equation (5.58). By [16, 3.8.3] we know that

rp([g]X) = [rp(g)]X , where rp is as in Proposition 5.15 (iii). Since we have −2∂∂̄[g]X =
drp([g]X), equation (5.58) implies

d[rp(g)]X = [rp(ω)] − δy. (5.61)

Hence, we obtain
d([rp(g)]X , 0) = ([rp(ω)], [rp(g)]U ) − (δy, 0).

Since the natural morphism (5.56) is an isomorphism, we therefore obtain that (ω, g)
represents the class of y.

(ii) Let α be a differential form and put n = deg α. Equation (5.60) is equivalent to the
equation

(−1)n+1 1
(2πi)n

∫
X

dα ∧ rp(g) =
1

(2πi)n

∫
X

α ∧ ω − 1
(2πi)n−p

∑
j

nj

∫
Yj

α.

Using the fact that (ω, g) is a cycle and that α has even degree, the above equation is
equivalent to ∫

X

d(α ∧ rp(g)) = (2πi)p
∑

j

nj

∫
Yj

α.

The result now follows from Stokes’s theorem and the fact that

dcg =
1

4πi
rp(g),

as shown in Proposition 5.15 (iii). �

The first Chern form of a line bundle

The morphism c1 in (5.4) normalizes the first Chern class of a line bundle and therefore
of all Chern classes of vector bundles. We recall now the usual way of how to obtain
representatives for the first Chern class of a line bundle. Let X be a quasi-projective
complex algebraic manifold, X a smooth compactification of X, and L a line bundle
over X. Then, L can be extended to a line bundle L over X. Let h be a smooth hermitian
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metric on L, and h the restriction of h to L. If s is a non-vanishing, rational section of
L, we put ‖s‖2 = h(s, s), y = div(s), Y = supp y, U = X \ Y , and

gs = − 1
2 log(‖s‖2), (5.62)

ωs = −2∂∂̄gs. (5.63)

Moreover, we put y = div(s) with s viewed as a section on X, and Y = supp y. We call

c1(L, h) = ωs = −2∂∂̄gs = ∂∂̄ log(‖s‖2)

the first Chern form of (L, h). We note that this definition of the first Chern form differs
by a factor (2πi)−1 from the corresponding definition in cohomology with real coefficients
because of the 2πi-twist in Deligne–Beilinson cohomology.

Proposition 5.64. With the above assumptions the following statements hold. The
form ωs belongs to D2

log(X, 1), and the form gs belongs to D1
log(U, 1). The pair (ωs, gs)

is a cycle of the simple complex

s2(Dlog(X, 1) → Dlog(U, 1)).

Moreover, this pair represents the class of div(s) in the cohomology group H2
D,Y (X, R(1)).

Proof. Let s′ be a non-vanishing, regular section of L in an open subset V of X. Then,
ωs = ∂∂̄ log(‖s′‖2), which shows that ωs is smooth on the whole of X. Furthermore, since
gs is a real function and −2∂∂̄ is an imaginary operator, we obtain

ωs ∈ E2
X,R

(1) ∩ E1,1
X

= D2(EX , 1) ⊆ D2
log(X, 1).

Let X̃ be an embedded resolution of singularities of Y , and E the pre-image of Y in X̃. If
E is locally described by the equation z1 · · · zm = 0, the section s can locally be written
as zα1

1 · · · zαm
m · s′, where s′ is a suitable non-vanishing, regular section on X̃. This shows

gs ∈ E0
log,R(U) = D1

log(U, 1).

The claim that (ωs, gs) is a cycle follows from the definitions. The Poincaré–Lelong
formula

−2∂∂̄[gs]X = [ωs] − δdiv(s)

together with Proposition 5.58 (i) finally proves that the pair (ωs, gs) represents the class
of div(s). �

5.7. Real varieties

Real Deligne–Beilinson cohomology of real varieties

Recall that a real variety XR is a pair (XC, F∞) with XC a variety over C and F∞
an antilinear involution of XC. Analogously, a real algebraic manifold is a pair (XC, F∞)
with XC a complex algebraic manifold.
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Notation 5.65. Given a real variety XR, and a sheaf V of complex vector spaces with
a real structure, we will denote by σ the involution given by

ω 	→ F ∗
∞(ω).

We will use the same notation for any subsheaf of abelian groups of V , which is invariant
under complex conjugation.

Let WR now be a proper real algebraic manifold, and DR a normal crossing divisor in
WR defined over R. We put XR = WR \ DR. The antilinear involution σ of E∗

WC
(log DC)

respects the real structure and the Hodge filtration. It thus induces an involution of
D∗(EWC

(log DC), p), which we denote again by σ. The real Deligne–Beilinson cohom-
ology groups of XR are defined as the cohomology of the complex of fixed elements
D∗(EWC

(log DC), p)σ, i.e.

H∗
D(XR, R(p)) = H∗(D(EWC

(log DC), p)σ).

An analogous definition can be given for the real Deligne–Beilinson cohomology groups
with support. From the corresponding result for complex varieties, we obtain the following
theorem.

Theorem 5.66. Real Deligne–Beilinson cohomology is a Gillet cohomology for regular
real schemes. �

A Gillet complex for real Deligne–Beilinson cohomology

Here we denote by C the site of regular schemes in ZAR(Spec(R)). A scheme X in C

defines a real algebraic manifold XR = (XC, F∞).

Definition 5.67. For any integers n, p, let Dn
log(p) denote the presheaf (in fact, the

sheaf) over C, which assigns to X the group

Dn
log(X, p) = Dn(Elog(XR(C)), p)σ

with σ as in Notation 5.65. For any scheme X in C, we will denote the induced presheaf
of graded complexes of real vector spaces on X by Dlog,X = D∗

log,X(∗).

Proposition 5.68. Let X be a scheme in C. For any integers n, p, the presheaf Dn
log,X(p)

is a totally acyclic sheaf.

Proof. Since we are working with complexes of vector spaces, the functor (·)σ is exact.
Therefore, the result follows from Proposition 5.33. �

Theorem 5.69. The graded complex of sheaves of abelian groups Dlog is a Gillet com-
plex for regular schemes over R, which computes real Deligne–Beilinson cohomology.
Moreover, the pair (Dlog, •) is a graded commutative and pseudo-associative algebra for
real Deligne–Beilinson cohomology.

Proof. This is a consequence of Theorem 5.34 and the fact that all operations are
compatible with the involution σ. �
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6. Examples of Dlog-arithmetic Chow groups

In this section we will use the abstract theory of arithmetic Chow groups to define con-
travariant and covariant arithmetic Chow groups. The former were introduced in [17];
they have a ring structure after tensoring with Q and agree with the arithmetic Chow
groups defined by Gillet and Soulé in [36] for arithmetic varieties with projective generic
fibre. The latter were introduced in [14]; they are covariant for arbitrary proper mor-
phisms and have a module structure over the contravariant Chow groups.

In all the examples in this paper the complex Dlog will play the role of the Gillet
complex, i.e. G = Dlog.

6.1. Contravariant Dlog-arithmetic Chow rings

Definition and exact sequences

Let A be an arithmetic ring. A natural example of a Dlog-complex is Dlog itself by the
identity morphism. Then, all the properties of Dlog as a Gillet complex (multiplicativity,
functoriality) imply the same properties for Dlog as a Dlog-complex.

For any arithmetic variety X over A, we put G = Dlog and C = Dlog,X in Definition 4.4.
Thus the pair (X, Dlog) is a Dlog-arithmetic variety over A. By means of Definition 4.11,
we obtain the arithmetic Chow groups ĈH p(X, Dlog). We recover the properties of these
groups by applying the theory developed in § 4; these properties have already been stated
in [17]. We start by writing down the exact sequences of Theorem 4.13. For this we recall

D̃2p−1
log (X, p) = D2p−1

log (X, p)/ Im(dD)

= {ω ∈ Ep−1,p−1
log,R (X∞)(p − 1) | F ∗

∞(ω) = ω̄}/(Im ∂ + Im ∂̄).

Theorem 6.1. For an arithmetic variety X over A, there are exact sequences:

CHp−1,p(X)
ρ−→ D̃2p−1

log (X, p) a−→ ĈH p(X, Dlog)
ζ−→ CHp(X) → 0, (6.2)

CHp−1,p(X)
ρ−→ H2p−1

D (XR, R(p)) a−→ ĈH p(X, Dlog)
(ζ,−ω)−−−−→ CHp(X) ⊕ Z D2p

log(X, p) cl +h−−−→ H2p
D (XR, R(p)) → 0, (6.3)

CHp−1,p(X)
ρ−→ H2p−1

D (XR, R(p)) a−→ ĈH p(X, Dlog)0
ζ−→ CHp(X)0 → 0. (6.4)

�

Green forms for a cycle

We now translate the result of Proposition 5.58 into the language of Green objects.

Proposition 6.5. Let X be an arithmetic variety over A, and y a p-codimensional cycle
on X. A pair g = (ω, g̃) ∈ Ĥ2p

Dlog,Zp(X, p) is a Green object for the class of y, if and only
if

−2∂∂̄[g]X = [ω] − δy. (6.6)

�
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To simplify notation, in the above proposition, we wrote [g]X instead of [g]X∞ , and δy

instead of δyR
. We will call Green objects with values in Dlog Green forms.

The arithmetic cycle associated to a rational function

We make the Green object and the arithmetic cycle associated to a rational function
explicit.

Proposition 6.7. Let f ∈ k∗(X), y = div(f), Y = supp y, and U = X \ Y . Then, the
class clD(f) of f in the group H1

Dlog
(U, 1) = H1

D(UR, R(1)) is represented by the function
1
2 log(ff̄) ∈ D1

log(U, 1);

we note that in order to ease notation, we have written clD(f) instead of clDlog(f).
Furthermore, we have

d̂iv(f) = (div(f), (0,− 1
2 log(ff̄))).

Proof. Since we are interested in the cohomology of U , we may assume that Y is a
normal crossing divisor; we denote the inclusion by j : U → X. Then, f is a global
section of O×

alg over U .
To prove the first assertion, we have to show that the morphism

H0(U,O×
alg) → H1

D(UR, R(1)),

given by mapping f to 1
2 log(ff̄), is compatible with the map c1 of (5.5). The key ingre-

dient for this compatibility is provided by the commutative diagram of sheaves on U

s(Z(1) → Oalg)
e ��

��

O×
alg[−1]

l

��
s(E0

U,R(1) → E0
U ) π �� E0

U,R[−1]

(6.8)

where e(a, b) = exp(b), l(f) = 1
2 log(ff̄), and π(a, b) = 1

2 (b + b̄). Denoting by G the
complex of sheaves on U given by

O×
alg

d log−−−→ Ω1
U → Ω2

U → · · · ,

the commutative diagram (6.7) induces a commutative diagram of sheaves on X

s(F 1Ω∗
X(log Y ) → Rj∗s(Z(1) → Ω∗

U )) e ��

��

s(F 1Ω∗
X(log Y ) → Rj∗G)

l

��
s(F 1E∗

X(log Y ) → Rj∗s(E∗
U,R(1) → E∗

U )) π �� s(F 1E∗
X(log Y ) → Rj∗E

∗
U,R)

This commutative diagram shows that the class clD(f) = c1(f) is represented by the
pair (d log f, 1

2 log(ff̄)) in the complex s(F 1E∗
X(log Y ) → Rj∗E

0
U,R). This implies that

the class clD(f) is represented by 1
2 log(ff̄) in the complex D∗

log(U, 1).
The second assertion follows from the first and the fact that the map b is given by

b(b) = (0,−b) (see Definition 3.24). �
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Multiplicative properties

By Theorem 5.69, the complex Dlog satisfies all the properties required to apply The-
orem 4.24. In particular, we obtain the following theorem.

Theorem 6.9. The direct sum

ĈH ∗(X, Dlog)Q =
⊕

p

ĈH p(X, Dlog)Q

has the structure of a commutative and associative Q-algebra with unit. This structure
is compatible with the maps ω, cl and ζ; furthermore, it is compatible with the algebra
structures of the Deligne complex, the Deligne–Beilinson cohomology and the Chow
ring. �

Moreover, we observe that Theorem 4.25 and Corollary 4.26 also apply to the present
situation. We leave it to the reader to write down the corresponding statements.

Formulae for the ∗-product

Using partitions of unity we will give alternative formulae for the ∗-product of Green
objects. These intermediate formulae will be useful for the explicit computations carried
out in our applications.

Let y be a p-codimensional, respectively z a q-codimensional, cycle of X, and Y =
supp yR, respectively Z = supp zR. Let gy = (ωy, g̃y) ∈ Ĥ2p

Dlog,Y (X, p), respectively gz =
(ωz, g̃z) ∈ Ĥ2q

Dlog,Z(X, q), be Green objects for y, respectively z.

Proposition 6.10.

(i) If gy = a(x̃) for some x̃ ∈ D̃2p−1
log (X, p), we have the equality

gy ∗ gz = a(x̃ ∧ ωz)

in the group Ĥ2p+2q
Dlog,Y ∩Z(X, p + q).

(ii) If Y = Z, we have the equality

gy ∗ gz = (ωy ∧ ωz, ˜gy ∧ ωz)

in the group Ĥ2p+2q
Dlog,Y (X, p + q).

Proof. The first claim is an immediate consequence of Proposition 2.67 (iii) and the
explicit formulae for the product in Deligne algebras given after Remark 5.16. The second
claim is covered by the explicit formula for the ∗-product given in Proposition 2.68,
again taking into account the formulae for the product in Deligne algebras given after
Remark 5.16. �

The cases Y � Z and Z � Y can be treated similarly. But the most interesting case
is when neither Y nor Z are contained in Y ∩ Z. In this case, we put U = X \ Y and
V = X \ Z. Then, the Mayer–Vietoris sequence

0 → Dn
log(U ∪ V, p) i−→ Dn

log(U, p) ⊕ Dn
log(V, p)

j−→ Dn
log(U ∩ V, p) → 0,
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where i(η) = (η, η) and j(ω, η) = −ω + η, gives rise to the kernel-simple quasi-
isomorphism

ι : Dlog(U ∪ V, p) → s(−j),

which was an essential tool in the proof of Theorem 3.31. We will now construct a
section of j. Adapting the argument given in [16], we can find a resolution of singularities
π : X̃ → XR of Y ∪ Z, which factors through embedded resolutions of Y , Z, Y ∩ Z. In
particular, we can assume that

π−1(Y ), π−1(Z), π−1(Y ∩ Z)

are also normal crossing divisors. We denote by Ŷ the normal crossing divisor formed
by the components of π−1(Y ) which are not contained in π−1(Y ∩ Z); analogously we
denote by Ẑ the normal crossing divisor formed by the components of π−1(Z) which
are not contained in π−1(Y ∩ Z). Then, Ŷ and Ẑ are closed subsets of X̃ which do not
meet. Therefore, there exist two smooth, F∞-invariant functions σY Z and σZY satisfying
0 � σY Z , σZY � 1, σY Z +σZY = 1, σY Z = 1 in a neighbourhood of Ŷ , and σZY = 1 in a
neighbourhood of Ẑ. Let now ω ∈ En

log(U ∩ V ). Since σY Z is zero in a neighbourhood of
Ẑ, we find that σY Zω ∈ En

log(U); similarly, we get σZY ω ∈ En
log(V ). Moreover, one easily

checks that j(−σY Zω, σZY ω) = ω. Therefore, the assignment ω 	→ (−σY Zω, σZY ω) gives
rise to a section of j. Consequently, the map Dn

log(U ∩ V, p) → Dn
log(U, p) ⊕ Dn

log(V, p)
given by c 	→ (−σY Zc, σZY c) determines a section of j. We are now in a position to
apply Proposition 2.41 (ii).

Lemma 6.11. The map s(−j) → Dlog(U ∪ V, p) given by

((a, b), c) 	→ σZY a + σY Zb + σY ZdDc − dD(σY Zc)

is a morphism of complexes. It is a left inverse of the kernel-simple quasi-isomorphism
ι. �

Theorem 6.12. Let gy = (ωy, g̃y), gz = (ωz, g̃z), and σY Z , σZY be as above. In the
group Ĥ2p+2q

Dlog,Y ∩Z(X, p + q), we then have the identity

gy ∗ gz = (ωy ∧ ωz, (−2σZY gy ∧ ∂∂̄gz − 2∂∂̄(σY Zgy) ∧ gz)∼).

Proof. By Theorem 3.37, we obtain

gy ∗ gz = (ωy • ωz, ((gy • ωz, ωy • gz),−gy • gz)∼)

in the group Ĥ2p+2q(Dlog(X), s(−j), p + q). By means of Lemma 6.11, the latter element
corresponds to

(ωy • ωz, (σZY gy • dDgz + dD(σY Zgy) • gz)∼) ∈ Ĥ2p+2q
Dlog,Y ∩Z(X, p + q).

The stated formula follows now from the explicit description of • and dD in these degrees.
�
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Inverse images

Let f : X → Y be a morphism of arithmetic varieties over A. Since Dlog is a sheaf in
the big Zariski site of smooth schemes over R, there exists a contravariant f -morphism

f# : Dlog,Y → f∗Dlog,X .

Thus, the complex Dlog satisfies all the properties required to apply Theorems 4.29
and 4.31. In particular, we obtain the following theorem.

Theorem 6.13. Let f : X → Y be a morphism of arithmetic varieties over A. Then,
there is a pull-back morphism

f∗ : ĈH p(Y,Dlog) → ĈH p(X, Dlog),

which is compatible with the pull-back of differential forms via the morphism ω, and
with the pull-back of algebraic cycles via the morphism ζ.

If g : Y → Z is another such morphism, then the equality (g ◦ f)∗ = f∗ ◦ g∗ holds.
Moreover, the induced map

f∗ : ĈH p(Y,Dlog)Q → ĈH p(X, Dlog)Q

is an algebra morphism. �

Direct images of differential forms with logarithmic singularities

Differential forms with logarithmic singularities at infinity are not well suited to define
covariant morphisms for Dlog-complexes, as the following example shows.

Example 6.14. Let f : C → C ′ be a morphism of smooth complex projective curves,
and let Σ be the pre-image of the singular values of the map f . Assume that there is a
point P ∈ Σ such that the morphism f is given by the local expression w = f(z) = z2

in an analytic neighbourhood of P . While the differential form dz ∧ dz̄ is smooth in a
neighbourhood of P , its push-forward f∗(dz ∧ dz̄) is locally of the form dw ∧ dw̄/(ww̄)1/2,
which is not smooth and does not have logarithmic singularities. This shows that, even
if the restriction

f : C \ Σ → C ′ \ f(Σ)

is smooth, it does not induce a morphism between E∗
log(C \ Σ) and E∗

log(C
′ \ f(Σ)).

Nevertheless, if f : X → Y is a smooth proper equidimensional morphism of projective
varieties over R of relative dimension e, we can define a covariant f -pseudo-morphism as
follows. For every open subset U of Y we define

Fn(U, p) = lim−→
Y ,D

Dn(EX×
Y

Y (log X ×
Y

D), p),

where the limit is taken over all compactifications Y of U with D = Y \ U a normal
crossing divisor such that Y dominates Y . Since f is smooth, we note that X ×

Y
D is a

normal crossing divisor of the smooth variety X ×
Y

Y . Let

u : F → f∗Dlog,X
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be the natural morphism, and let

v : F → Dlog,Y (−e)[−2e]

be the morphism induced by integration along the fibre, i.e.

v(ω) = f!ω =
1

(2πi)e

∫
f

ω.

By Proposition 5.56 the morphisms u and v determine a covariant f -pseudo-morphism.
Using Definition 3.73 together with Remarks 3.74 and 3.79 and Proposition 3.76 we
obtain the following theorem.

Theorem 6.15. Let f : X → Y be a smooth proper morphism of proper varieties over
R of relative dimension e. Then, there is a push-forward morphism

f# : Ĥ2p
Dlog,Zp(X, p) → Ĥ2p−2e

Dlog,Zp−e(Y, p − e),

which is compatible with the push-forward of differential forms via the morphism ω, and
with the direct image into relative Deligne–Beilinson cohomology via the morphism cl.

If g : Y → Z is another such morphism, then the equality (g ◦ f)# = g# ◦ f# holds.
Moreover, if α ∈ Ĥ2p

Dlog,Zp(Y, p) and β ∈ Ĥ2q
Dlog,Zq (X, q), we have the formula

f#(f#(α) · β) = α · f#(β) ∈ Ĥ2p+2q−2e
Dlog,Zp+q−e(Y, p + q − e).

�
Remark 6.16. In order to obtain more general push-forward morphisms one has to
use different complexes. For instance, using a real Deligne–Beilinson complex made with
differential forms satisfying logarithmic growth conditions instead of logarithmic singu-
larities at infinity, we expect that one can avoid the projectivity condition for the varieties
under consideration. Another option is the use of the real Deligne–Beilinson complex with
currents as carried out in the next section; then, one obtains direct images for arbitrary
proper morphisms, at the price of losing some multiplicativity properties.

Direct images of contravariant arithmetic Chow rings

Using the technique of covariant pseudo-morphisms as before, we can define a push-
forward morphism associated to a morphism between arithmetic varieties, which are
generically projective and smooth. As we will see below, this suffices to define arithmetic
degrees. The following result is a consequence of Theorem 6.15 and Theorem 4.34.

Theorem 6.17. Let f : X → Y be a proper morphism of arithmetic varieties over A of
relative dimension e. Assume that fR : XR → YR is a smooth proper morphism of proper
varieties. Then, there is a push-forward morphism

f∗ : ĈH p(X, Dlog) → ĈH p−e(Y,Dlog),

which is compatible with the push-forward of differential forms via the morphism ω, and
with the push-forward of algebraic cycles via the morphism ζ.
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If g : Y → Z is another such morphism, then the equality (g ◦ f)∗ = g∗ ◦ f∗ holds.
Moreover, if α ∈ ĈH p(Y,Dlog) and β ∈ ĈH q(X, Dlog), we have the formula

f∗(f∗(α) · β) = α · f∗(β) ∈ ĈH p+q−e(Y,Dlog)Q.

�

Homotopy invariance

The fact that the definition of contravariant arithmetic Chow groups for non-proper
varieties has good Hodge theoretical properties is reflected in the homotopy invariance
of the groups ĈH p(X, Dlog)0.

Proposition 6.18. Let X be an arithmetic variety over A, and π : M → X a geometric
vector bundle. Then, the induced morphism

π∗ : ĈH p(X, Dlog)0 → ĈH p(M, Dlog)0

is an isomorphism.

Proof. For a proof we refer to [17, 7.5]. �

This theorem has the following variant used by Hu in his PhD thesis to construct an
arithmetic intersection pairing based on the deformation to the normal cone technique.
With the hypothesis of the above theorem, we write

D∗
log(M, p)vert = π∗(D∗

log(X, p)) ⊆ D∗
log(M, p),

and put
ĈH p(M, Dlog)vert = ω−1(D2p

log(M, p)vert).

Then, we have the following proposition.

Proposition 6.19. Let X be an arithmetic variety over A, and π : M → X a geometric
vector bundle. Then, the induced morphism

π∗ : ĈH p(X, Dlog) → ĈH p(M, Dlog)vert

is an isomorphism. �

Comparison with the arithmetic Chow groups defined by Gillet and Soulé

Let X be a d-dimensional arithmetic variety over A. We denote by ĈH p(X) the arith-
metic Chow groups defined by Gillet and Soulé. Let y be a p-codimensional cycle of X,
Y = supp yR, U = XR \ Y , and

gy = (ωy, g̃y) ∈ Ĥ2p(Dlog(XR, p),Dlog(U, p))

a Green object for the cycle y.
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Lemma 6.20. The current 2(2πi)d−p+1[gy]X is a Green current in the sense of [36] for
the cycle y. �

Proof. Since the definitions of the current associated to a differential form and the
current associated to a cycle used in this paper differ from those in [36] by a normalization
factor, we will write the proof explicitly in terms of integrals.

We may assume that the arithmetic ring A is R and that y is a prime cycle, hence Y

is irreducible. We denote by Ỹ a resolution of singularities of Y∞, and by ı : Ỹ → X∞
the induced map.

A current g ∈ Dp−1,p−1(X∞) is a Green current for the cycle y, if the equality

F ∗
∞(g) = (−1)p−1g

holds, and if there exists a smooth differential form ω satisfying

g(dcη) =
∫

X∞

η ∧ ω −
∫

Ỹ

ı∗η (6.21)

for any test form η.
We put g = 2(2πi)d−p+1[gy]X , and fix a test form η. Then, the definition of the current

associated to a differential form and the relation (4πi)dc = −2∂∂̄ leads to

g(dcη) =
1

(2πi)p

∫
X∞

(−2∂∂̄η) ∧ gy.

Since σ(gy) = F ∗
∞(gy) = gy and gy = (−1)p−1gy, we conclude that F ∗

∞(g) = (−1)p−1g.
Therefore, the first condition for a Green current is satisfied. Writing out explicitly all
normalization factors in Proposition 6.5, we find

1
(2πi)d

∫
X∞

(−2∂∂̄η) ∧ gy =
1

(2πi)d

∫
X∞

η ∧ ωy − 1
(2πi)d−p

∫
Ỹ

ı∗η. (6.22)

Equation (6.21) is now easily seen to imply that g satisfies equation (6.20) with ω =
(2πi)−pωy, which concludes the proof of the lemma. �

Theorem 6.23. The assignment [y, (ωy, g̃y)] 	→ [y, 2(2πi)d−p+1[gy]X ] induces a well-
defined map

Ψ : ĈH p(X, Dlog) → ĈH p(X),

which is compatible with products and pull-backs. Moreover, if XR is projective, then it
is an isomorphism, which is compatible with push-forwards.

Proof. In the projective case, the proof is given in [16] and [17]. On the other hand,
we note that the well-definedness of the map and its compatibility with products and
pull-backs carries over to the quasi-projective case. �
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Arithmetic Picard group

Let X be a projective arithmetic variety over A, and L a line bundle on X equipped
with a smooth hermitian metric h on the induced line bundle L∞ over X∞, which is
invariant under F∞. As usual, we write L = (L, ‖ · ‖), and refer to it as a hermitian
line bundle. Given a rational section s of L, we write ‖s‖2 = h(s, s) for the point-wise
norm of the induced section of L∞. We say that two hermitian line bundles L1 and L2

are isometric, if L1 ⊗ L
−1
2

∼= (OX , | · |), where | · | is the standard absolute value. The
arithmetic Picard group P̂ic(X) is the group of isometry classes of hermitian line bundles
with group structure given by the tensor product. One easily proves that there is an
isomorphism

ĉ1 : P̂ic(X) → ĈH 1(X, Dlog),

given by sending the class of L to the class [div(s), (ωs, g̃s)], where s, ωs, and gs are as
in Proposition 5.64. We call the element

ĉ1(L) ∈ ĈH 1(X, Dlog)

the first arithmetic Chern class of L.

Arithmetic degree map

Let K be a number field, and OK its ring of integers. According to [36], OK can be
viewed as an arithmetic ring in a canonical way. Putting S = Spec(OK), Theorem 6.23
provides an isomorphism

Ψ : ĈH 1(S, Dlog)
∼=−→ ĈH 1(S).

In particular, the computations of [36, 3.4.3] carry over to this case with some minor
changes. Since S∞ consists of a finite number of points, we have

Ĥ2
Dlog,Z1(S, 1) =

(∑
σ∈Σ

R(0)
)+

= Rr1+r2 ,

where the superscript ‘+’ denotes invariants under complex conjugation acting on the
set of the r1 real, respectively 2r2, complex immersions of K. The exact sequence (6.1)
therefore specializes to the exact sequence

1 → µ(K) → O∗
K

ρ−→ Rr1+r2 a−→ ĈH 1(S, Dlog) → Cl(OK) → 0;

here µ(K) is the group of roots of unity of K, ρ the Dirichlet regulator map, and Cl(OK)
the ideal class group of K. We observe that, with the normalizations used in this paper,
the map ρ equals the Dirichlet regulator map and there is no factor of (−2) as in [36].
The discrepancy by the factor 2 is explained by Theorem 6.23; the discrepancy about
the sign is due to the fact that our map a is minus the corresponding map in [36].

Due to the product formula for the valuations of K, we have as in [36] a well-defined
arithmetic degree map

d̂eg : ĈH 1(S, Dlog) → R, (6.24)
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induced by the assignment(∑
pj∈S

njpj ,
∑
σ∈Σ

(0, g̃σ)
)

	→
∑
pj∈S

nj log |OK/pj | +
∑
σ∈Σ

gσ.

In particular, this is a group homomorphism, which is an isomorphism in the case K = Q;
it is common to identify ĈH 1(Spec(Z),Dlog) with R. We note that in spite of the many
different normalizations used in this paper, the arithmetic degree map defined above is
compatible with the arithmetic degree map defined in [36] under the isomorphism Ψ of
Theorem 6.23.

6.2. Covariant Dlog-arithmetic Chow groups

In this section we will use currents to define arithmetic Chow groups which are covari-
ant for arbitrary proper morphisms. These groups do not have a ring structure, but they
are modules over the contravariant arithmetic Chow ring defined in the previous sec-
tion. We will grade the cycles by their codimension, and hence we will use the cieties X.
Note however that we could also define covariant arithmetic Chow groups indexed by the
dimension as in [14] avoiding this restriction.

Currents with good Hodge properties

We start by noting that, if Y is a normal crossing divisor on a proper equidimensional
complex algebraic manifold X, then the complex D∗

X/Y has the same cohomological
properties as the complex E∗

X(log Y ). Nevertheless, we cannot use this complex of cur-
rents, since it does not form a presheaf. For instance, if Y is a closed subvariety of X,
and π : X̃ → X an embedded resolution of singularities of Y with exceptional divisor D,
there does not exist a natural morphism D∗

X → D∗
X̃/D

, in general. For this reason the
theory of covariant arithmetic Chow groups is not fully satisfactory.

Currents with support on a subvariety

Instead, we will use another complex of currents for quasi-projective subvarieties, which
forms a presheaf, but has worse Hodge theoretical properties. To do this, let X be a proper
equidimensional complex algebraic manifold, and D∗

X the complex of currents on X as
in § 5.4.

Definition 6.25. Let Y ⊆ X be a closed subvariety. Then, the group of currents of
degree n on X with support on Y is defined by

Dn
Y∞ = {T ∈ Dn

X | suppT ⊆ Y };

we write
Dn

X/Y∞
= Dn

X/Dn
Y∞ .

We note that D∗
Y∞

and D∗
X/Y∞

are complexes, since supp dT ⊆ suppT .



Cohomological arithmetic Chow rings 131

Invariance under birational morphisms

The main reason for using the complex D∗
X/Y∞

is explained by the following result
obtained by Poly (for a proof, see [66]).

Theorem 6.26. Let f : X ′ → X be a proper morphism of equidimensional complex
algebraic manifolds, and Y � X a closed subvariety satisfying Y ′ = f−1(Y ). If

f |X′\Y ′ : X ′ \ Y ′ → X \ Y

is an isomorphism, then the induced morphism

f∗ : D∗
X′/Y ′

∞
→ D∗

X/Y∞

is an isomorphism. �

Cohomological properties

Let X be a proper equidimensional complex algebraic manifold, Y � X a closed
subvariety, and U = X \ Y . Since the complex D

∗
Y of currents on Y is a subcomplex of

D∗
Y∞

, there is an induced morphism D∗
X/Y → D∗

X/Y∞
; we note that these two complexes

do not agree. As usual, we put

D∗
X/Y∞

= Γ (X, D∗
X/Y∞

),

and observe that the complex DX/Y∞ = (D∗
X/Y∞,R, d) is a Dolbeault complex.

Proposition 6.27. For any integers p, q, the assignment which sends an open subset U

of X to Dp,q
X/Y∞

(where Y = X \ U), is a totally acyclic sheaf.

Proof. Let U and V be open subsets of X. We put Y = X \ U and Z = X \ V . Since
the complexes of currents depend only on U ∪ V and not on X, we may assume that
Y = Y0 ∪ W , Z = Z0 ∪ W such that Y0 ∩ Z0 = ∅ with closed subsets Y0, Z0, and W . We
have to show that the sequence

0 → Dp,q
(Y ∩Z)∞

→ Dp,q
Y∞

⊕ Dp,q
Z∞

→ Dp,q
(Y ∪Z)∞

→ 0

is exact. By definition, one obviously has

Dp,q
(Y ∩Z)∞

= Dp,q
Y∞

∩ Dp,q
Z∞

.

Letting {σY , σZ} be a partition of unity subordinate to the open covering {X\Z0, X\Y0},
and writing any current T ∈ Dp,q

(Y ∪Z)∞
as T = σY T +σZT , we see on the other hand that

Dp,q
(Y ∪Z)∞

= Dp,q
Y∞

+ Dp,q
Z∞

.

This proves the proposition. �
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Let now π : X̃ → X be an embedded resolution of singularities of Y with D = π−1(Y )
a normal crossing divisor, i.e. X̃ can be viewed as a smooth compactification U of U with
D = U \ U a normal crossing divisor. By means of Theorem 5.44, we obtain a morphism
of complexes

E∗
U

(log D) → D∗
X̃/D

→ D∗
X̃/D∞

,

which leads, by Theorem 6.26, to a morphism of presheaves of Dolbeault complexes

Elog(U)◦ = (E∗
log,R(U)◦, d) → (D∗

X/Y∞,R, d) = DX/Y∞ ,

which, in turn, induces a morphism of sheaves of Dolbeault complexes

Elog(U) = (E∗
log,R(U), d) → (D∗

X/Y∞,R, d) = DX/Y∞ . (6.28)

By another result of Poly (see [66]) this morphism is a quasi-isomorphism. Nevertheless,
it is not a filtered quasi-isomorphism with respect to the Hodge filtration. The Hodge
filtration of the Dolbeault complex DX/Y∞ is related to the formal Hodge filtration
studied by Ogus in [65].

Remark 6.29. We have now obtained a complex of currents on a quasi-projective variety
which does not depend on the choice of a compactification. The price we have to pay
is that the Hodge filtration of this complex is not the desired one. It would be useful
to have a complex of currents on quasi-projective varieties which is independent on the
compactification and compatible with the right Hodge filtration.

A Dlog-complex constructed by means of currents

Let C denote the site of regular schemes in ZAR(Spec(R)). A scheme X in C defines
a real algebraic manifold XR = (XC, F∞).

Definition 6.30. Let X be an equidimensional scheme in C, U an open subset of X,
Y = X\U , and π : X̃ → X an embedded resolution of singularities of Y with D = π−1(Y )
a normal crossing divisor. For any integers n, p, let Dn

cur,X(p) = Dn
cur,X(· , p) denote the

presheaf in the Zariski topology of X, which assigns to U the group

Dn
cur,X(U, p) = Dn(D

X̃C/DC∞
, p)σ,

with σ as in Notation 5.65.

Proposition 6.31. Let X be an equidimensional scheme in C. For any integers n, p,
the presheaf Dn

cur,X(p) is a totally acyclic sheaf. Moreover, it has a natural structure of
a Dlog-complex.

Proof. The first statement is consequence of Proposition 6.27 and the exactness of the
functors Dn(· , p). The structure as a Dlog-complex is given by the morphism (6.27). �
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Multiplicative properties

Proposition 6.32. Let X be an equidimensional scheme in C of dimension d. Then,
the sheaf Dcur,X = D∗

cur,X(∗) is a Dlog-module over Dlog,X = D∗
log,X(∗).

Proof. Let U be an open subset of X, Y = X \ U , and π : X̃ → X an embedded
resolution of singularities of Y with D = π−1(Y ) a normal crossing divisor. The space
of currents Dn

X̃C/DC∞
is the topological dual of the space of differential forms of degree

2d − n on X̃C, which are flat along DC (for a proof in the case n = 2d, see [62]). Since
the product of a form with logarithmic singularities along DC with a form which is flat
along DC, is again flat along DC according to [73, IV.4.2] there is a product

En
log(UC) ⊗ Dm

X̃C/DC∞

∧−→ Dm+n

X̃C/DC∞

given by ϕ ∧ T (ω) = T (ω ∧ ϕ). This pairing turns

D
X̃C/DC∞

= (D∗
X̃C/DC∞,R

, d)

into a Dolbeault module over the Dolbeault algebra Elog(U) = (E∗
log,R(U), d). An appli-

cation of Proposition 5.18 now shows that Dcur,X becomes a Dlog-module over Dlog,X . �

Functorial properties

The following result is a direct consequence of the fact that the pull-back of a flat
differential form is again flat.

Proposition 6.33. Let f : X → Y be a proper morphism of equidimensional schemes
in C of relative dimension e. Then, the push-forward of currents induces a covariant
f -morphism of Dlog-complexes

f# : f∗Dcur,X → Dcur,Y (−e)[−2e].

Moreover, if f# denotes the pull-back of differential forms, and •X (respectively
•Y ) is the pairing between Dlog,X and Dcur,X (respectively Dlog,Y and Dcur,Y ), then
(f#, f#, f#, •X , •Y ) is a projection five-tuple.

Covariant Dlog-arithmetic Chow groups

Let A be an arithmetic ring, and X an arithmetic variety over A such that XR is
equidimensional. Then, the pair (X, Dcur) is a Dlog-arithmetic variety. Therefore, we
can apply the results of § 4; in particular, we can define the arithmetic Chow groups
ĈH ∗(X, Dcur).

The main properties of these groups are summarized in the subsequent theorem, which
is a consequence of § 4 and the properties of currents discussed above.

Remark 6.34. Note that, when X(C) is not compact, the cohomology groups of the
complex Dcur,X are not the Deligne–Beilinson cohomology groups of X. Nevertheless, it
is possible to prove that the complex Dcur,X satisfies the weak purity property. This fact
is reflected by the exact sequences given in the next theorem.
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Theorem 6.35. With the above notation, we have the following statements.

(i) There is an exact sequence

CHp−1,p(X)
ρ−→ D̃2p−1

cur (X, p) a−→ ĈH p(X, Dcur)
ζ−→ CHp(X) → 0.

Moreover, if X(C) is projective, then there is an exact sequence

CHp−1,p(X)
ρ−→ H2p−1

D (XR, R(p)) a−→ ĈH p(X, Dcur)
(ζ,−ω)−−−−→ CHp(X) ⊕ Z D2p

cur(X, p) cl +h−−−→ H2p
D (XR, R(p)) → 0. (6.36)

(ii) For any arithmetic variety X over A such that XR is equidimensional, there is a
covariant morphism of Dlog-arithmetic varieties

(X, Dlog,X) → (X, Dcur,X),

which induces a morphism of arithmetic Chow groups

ĈH p(X, Dlog) → ĈH p(X, Dcur).

When X(C) is compact this morphism is injective. Moreover, if X(C) has dimension
zero, this morphism is an isomorphism.

(iii) For any proper morphism f : X → Y of arithmetic varieties over A of relative
dimension e, there is a covariant morphism of Dlog-arithmetic varieties of relative
dimension e

(X, Dcur,X) → (Y,Dcur,Y ),

which induces a morphism of arithmetic Chow groups

f∗ : ĈH p(X, Dcur) → ĈH p−e(Y,Dcur).

If g : Y → Z is another such morphism, the equality (g ◦ f)∗ = g∗ ◦ f∗ holds.
Moreover, if fR : XR → YR is a smooth proper morphism of proper varieties, then
f∗ is compatible with the direct image of contravariant arithmetic Chow groups.

(iv) The group ĈH ∗(X, Dcur) is a module over ĈH ∗(X, Dlog) with an associative action.
Moreover, this action satisfies the projection formula for proper morphisms.

�

Canonical class of a cycle

An interesting property of covariant arithmetic Chow groups is that any algebraic cycle
has its canonical class. One may think of the contravariant arithmetic Chow groups as
the operational Chow groups where the characteristic classes of vector bundles live, and
the covariant arithmetic Chow groups as the groups where the algebraic cycles live.
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If y is a p-codimensional cycle with Y = supp y, and U = X \ Y , the pair (δy, 0)
represents the class of the cycle y in the group

H2p
Dcur,Y

(X, p) = H2p(Dcur(X, p),Dcur(U, p)).

Therefore, it is a Green object for y.

Definition 6.37. Let X be an equidimensional arithmetic variety over A, and y a
p-codimensional cycle on X. Then, we denote by ŷ ∈ ĈH p(X, Dcur) the class of the
arithmetic cycle (y, (δy, 0)), i.e.

ŷ = [y, (δy, 0)] ∈ ĈH p(X, Dcur).

6.3. Height of a cycle

Let K be a number field, OK its ring of integers, and S = Spec(OK). Let X be a d-
dimensional projective arithmetic variety over OK with structural morphism π : X → S.
Since S∞ consists of a finite number of points, we have E∗

log,R(SC) = D∗
SC,R. Therefore,

we have
ĈH ∗(S, Dcur) = ĈH ∗(S, Dlog) ∼= ĈH ∗(S),

where the isomorphism is provided by the map Ψ given in Theorem 6.23.
The key ingredient in the construction of the height of a cycle in [10] is a biadditive

pairing, the so-called height pairing,

(· | ·) : ĈH p(X) ⊗ Zq(X) → ĈH p+q−d(S)Q. (6.38)

We refer the reader to [10] for more details about this pairing. Here, we want to interpret
the height pairing (6.37) in terms of the contravariant and covariant arithmetic Chow
groups developed in this section.

Definition 6.39. With the above notation and conventions, we define for α ∈
ĈH p(X, Dlog) and z ∈ Zq(X)

(α | z) = π∗(α · ẑ) ∈ ĈH p+q−d(S, Dlog)Q. (6.40)

If p + q = d + 1, we call the real number

htα(z) = d̂eg(α | z)

the height of z with respect to α.

Proposition 6.41. There is a commutative diagram

ĈH p(X, Dlog) ⊗ Zq(X)
(·|·) ��

Ψ⊗id
��

ĈH p+q−d(S, Dlog)Q

Ψ

��
ĈH p(X) ⊗ Zq(X)

(·|·) �� ĈH p+q−d(S)Q

where the map Ψ is given by Theorem 6.23, and the horizontal maps are provided by the
pairings (6.39) and (6.37), respectively.
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Proof. We have to show that the height pairing given in Definition 6.39 translates into
the height pairing of [10] using the isomorphism Ψ ; in particular, we will see that our
formula (6.39) translates into the formulae (2.3.1) and (2.3.2) therein.

If p + q < d, we have π∗(α · ẑ) = 0, since X has dimension d over S. This trivially
proves the claimed commutativity.

In order to treat the case p + q = d, we choose a representative (y, gy) of α such that
yK intersects zK properly and such that gy is a Green object for the cycle y. By the
ĈH ∗(X, Dlog)-module structure of ĈH ∗(X, Dcur), we now compute

(y, gy) · (z, (δz, 0)) = ((yK · zK , gy ∗ (δz, 0)), [y · z]fin) ∈ Ẑ
p+q

(XK ,Dcur)Q ⊕ CHp+q
fin (X)Q,

which has class α · ẑ in ĈH p+q(X, Dcur)Q. Therefore, we obtain in this case

(α | z) = π∗(α · ẑ) = [π∗(yK · zK), (0, 0)] ∈ ĈH 0(S, Dcur)Q
∼= CH0(S)Q.

Taking into account formula (2.3.1) of [10], this immediately implies

Ψ(α | z) = [π∗(yK · zK), 0] = (Ψ(α) | z),

which is the claimed commutativity.
In order to treat the case p + q = d + 1, we let gy = (ωy, g̃y). Since yK ∩ zK = ∅, we

find that gy ∧ δz is a well-defined closed current in D2d+1
cur (X, d + 1). Using the explicit

description of the ∗-product, we obtain

gy ∗ (δz, 0) = (ωy ∧ δz, g̃y ∧ δz),

which implies

(α | z) = π∗(α · ẑ) = [π∗([y · z]fin), (0, ˜π#(gy ∧ δz))] ∈ ĈH 1(S, Dcur)Q = ĈH 1(S, Dlog)Q.

By our normalization of the current associated to a cycle, we observe

π#(gy ∧ δz) =
1

(2πi)d−q

∫
z∞

gy;

this shows

Ψ(α | z) =
[
π∗([y · z]fin),

2
(2πi)d−q

∫
z∞

gy

]
.

On the other hand, since Ψ(α) = [y, 2(2πi)d−p+1[gy]X ], using formula (2.3.2) of [10] and
respecting our definition of the current [gy]X , we compute

(Ψ(α) | z) =
[
π∗([y · z]fin),

1
(2πi)d

∫
z∞

2(2πi)d−p+1gy

]
=
[
π∗([y · z]fin),

2
(2πi)p−1

∫
z∞

gy

]
,

which proves the claimed commutativity in the case p + q = d + 1. �
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We recall that there is an alternative formula for the height pairing in [10] given in
terms of a choice of a Green object for the cycle z. Since this formula is useful for explicit
computations, we describe it with the notation and normalizations used in this paper.

Lemma 6.42. Let α ∈ ĈH p(X, Dlog) and z ∈ Zq(X). Then, the height pairing (α | z)
is given by the formula

(α | z) = π∗(α · [z, gz]) + a([gz]X(ω(α))),

where gz = (ωz, g̃z) ∈ Ĥ2q
Dlog,Zq (X, q) is an arbitrarily chosen Green object for the class

of z and, by abuse of notation, the quantity [gz]X(ω(α)) is the real number given by

[gz]X(ω(α)) =

{
[gz]X(ω(α)), if p + q = d + 1,

0, if p + q �= d + 1.

Proof. Using Theorem 6.35 (i), we note that the element

[z, gz] = [z, (ωz, g̃z)] ∈ ĈH q(X, Dlog)

maps to the element
[z, ([ωz], [̃gz]X)] ∈ ĈH q(X, Dcur).

By means of the ĈH ∗(X, Dlog)-module structure of ĈH ∗(X, Dcur), we now compute

π∗(α · [z, gz]) + a([gz]X(ω(α))) = π∗(α · [z, ([ωz], [̃gz]X)]) + a(π#( ˜[ω(α) ∧ gz]X))

= π∗(α · [z, ([ωz], [̃gz]X)]) + π∗(a( ˜[ω(α) ∧ gz]X))

= π∗(α · [z, ([ωz], [̃gz]X)]) + π∗(α · a([̃gz]X))

= π∗(α · ([z, ([ωz], [̃gz]X)] + a([̃gz]X))).

Putting γ = [gz]X and observing

a([̃gz]X) = a(γ̃) = [0, (−dDγ,−γ̃)]

= [0, (−[ωz] + δz,−[̃gz]X)]

= −[z, ([ωz], [̃gz]X)] + ẑ,

we find
π∗(α · [z, gz]) + a([gz]X(ω(α))) = π∗(α · ẑ) = (α | z).

�

7. Arithmetic Chow rings with pre-log-log forms

7.1. Pre-log-log forms

Notation

Let X be a complex algebraic manifold of dimension d and D a normal crossing divisor
of X. Write U = X \ D, and let j : U → X be the inclusion.
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Let V be an open coordinate subset of X with coordinates z1, . . . , zd; we put ri = |zi|.
We say that V is adapted to D, if the divisor D is locally given by the equation z1 · · · zk =
0. We assume that the coordinate neighbourhood V is small enough; more precisely, we
will assume that all the coordinates satisfy ri < 1/ee, which implies that log 1/ri > e
and log(log 1/ri) > 1.

If f and g are two functions with non-negative real values, we will write f ≺ g, if there
exists a constant C > 0 such that f(x) � C · g(x) for all x in the domain of definition
under consideration.

Log-log growth forms

Definition 7.1. We say that a smooth complex function f on X \ D has log-log growth
along D, if we have

|f(z1, . . . , zd)| ≺
k∏

i=1

log(log(1/ri))M (7.2)

for any coordinate subset V adapted to D and some positive integer M . The sheaf of
differential forms on X with log-log growth along D is the subalgebra of j∗E

∗
U generated,

in each coordinate neighbourhood V adapted to D, by the functions with log-log growth
along D and the differentials

dzi

zi log(1/ri)
,

dz̄i

z̄i log(1/ri)
, for i = 1, . . . , k,

dzi, dz̄i, for i = k + 1, . . . , d.

A differential form with log-log growth along D will be called a log-log growth form.

Dolbeault algebra of pre-log-log forms

Definition 7.3. A log-log growth form ω such that ∂ω, ∂̄ω and ∂∂̄ω are also log-log
growth forms is called a pre-log-log form. The sheaf of pre-log-log forms is the subalgebra
of j∗E

∗
U generated by the pre-log-log forms. We will denote this complex by E∗

X〈〈D〉〉pre.

The sheaf E∗
X〈〈D〉〉pre, together with its real structure, its bigrading, and the usual

differential operators ∂, ∂̄ is easily shown to be a sheaf of Dolbeault algebras. Moreover,
it is the maximal subsheaf of Dolbeault algebras of the sheaf of differential forms with
log-log growth.

Comparison with good forms

We start by recalling the notion of good forms from [64].

Definition 7.4. Let X, D, U , and j be as above. A smooth function on X \ D has
Poincaré growth along D, if it is bounded in a neighbourhood of each point of D. The sheaf
of differential forms with Poincaré growth along D is the subalgebra of j∗E

∗
U generated
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by the functions with Poincaré growth along D and the differentials

dzi

zi log(1/ri)
,

dz̄i

z̄i log(1/ri)
, for i = 1, . . . , k,

dzi, dz̄i, for i = k + 1, . . . , d,

for any coordinate subset V adapted to D. A differential form η is said to be good, if η

and dη have Poincaré growth.

From the definition, it is clear that a form with Poincaré growth has log-log growth,
but a log-log growth form, in general, does not have Poincaré growth. In contrast, a good
form does not need to be a pre-log-log form. Note however that a differential form which
is good, of pure bidegree and ∂∂̄-closed, is a pre-log-log form. In particular, a closed form
of pure bidegree and Poincaré growth is also a pre-log-log form.

Inverse images

The pre-log-log forms are functorial with respect to inverse images. More precisely, we
have the following result.

Proposition 7.5. Let f : X → Y be a morphism of complex algebraic manifolds, let
DX , DY be normal crossing divisors on X, Y respectively, satisfying f−1(DY ) ⊆ DX . If
η is a section of E∗

Y 〈〈DY 〉〉pre, then f∗η is a section of E∗
X〈〈DX〉〉pre.

Proof. Let P be a point of X and Q = f(P ). Let VX (respectively VY ) be a coordinate
neighbourhood of P (respectively Q) adapted to DX (respectively DY ) with coordinates
z1, . . . , zd (respectively w1, . . . , wn) such that f(VX) ⊆ VY . Assume that DX has equation
z1 · · · zk = 0 and DY has equation w1 · · ·wl = 0. In these coordinate neighbourhoods we
can write f = (f1, . . . , fn). The condition f−1(DY ) ⊆ DX means that the divisor of fi is
contained in DX for i = 1, . . . , l. Therefore, we can write

fi = ui

k∏
j=1

z
αi,j

j ,

where the αi,j are non-negative integers and the ui are units.
We start by showing that the pre-image of a log-log growth form has log-log growth.

If h is a log-log growth function on Y \ DY , then in order to show that h ◦ f has also
log-log growth on X \ DX , one uses the inequality

log(a + b) < 2(log(a) + log(b)) � 4 log(a) log(b)

for a, b � e. Next we consider f∗(dwi/(wi log(1/|wi|))); we have

f∗
(

dwi

wi log(1/|wi|)

)
=

dfi

fi log(1/|fi|)

=

∑k
j=1 αi,jdzj/zj + dui/ui∑k

j=1 αi,j log(1/rj) + log(1/|ui|)
.
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Since, for any j0, the functions

log(1/rj0)∑k
j=1 αi,j log(1/rj) + log(1/ui)

,
log(1/ui)∑k

j=1 αi,j log(1/rj) + log(1/ui)

have log-log growth, we obtain that f∗(dwi/(wi log(1/|wi|))) is a log-log growth form.
The analogous result holds true for the complex conjugate form.

Finally, in order to show that the pre-image of a pre-log-log form is a pre-log-log form
one uses the compatibility between inverse images and the operators ∂ and ∂̄. �

Integrability

Despite the fact that pre-log-log forms and good forms are not exactly the same, they
share many properties. For instance the following result is the analogue of Propositions 1.1
and 1.2 in [64].

Proposition 7.6.

(i) Any log-log growth form is locally integrable.

(ii) If η is a pre-log-log form, and [η]X is the associated current, then

[dη]X = d[η]X .

The same holds true for the differential operators ∂, ∂̄ and ∂∂̄.

Proof. Recall that d is the dimension of X. For the first statement it is enough to
show that, if η is a (d, d)-form on X with log-log growth along D and V is an open
neighbourhood adapted to D, then we have∣∣∣∣ ∫

V

η

∣∣∣∣ < ∞.

Let us denote by ∆∗
1/ee ⊆ V the punctured disc of radius 1/ee. We now have the estimates∣∣∣∣ ∫
V

η

∣∣∣∣ < C1

k∏
i=1

∫
∆∗

1/ee

∣∣∣∣log(log(1/ri))M dzi ∧ dz̄i

ziz̄i log(1/ri)2

∣∣∣∣
< C2

k∏
i=1

∫ 1/ee

0
log(log(1/ri))M dri

ri log(1/ri)2

< C3

k∏
i=1

∫ 1/ee

0

dri

ri log(1/ri)1+ε
< ∞

for some positive real constants C1, C2, C3 and ε, and a positive integer M . The proof
of the second statement is analogous to the proof of Proposition 1.2. in [64]. �

7.2. Pre-log forms

We will now define a complex which contains pre-log-log forms as well as the differential
forms with logarithmic singularities introduced in § 5.3.
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Log growth forms

Let X, D, U and j be as in the previous section.

Definition 7.7. We say that a smooth complex function f on U has log growth along
D, if we have

|f(z1, . . . , zd)| ≺
k∏

i=1

log(1/ri)M (7.8)

for any coordinate subset V adapted to D and some positive integer M . The sheaf of
differential forms on X with log growth along D is the subalgebra of j∗E

∗
V generated, in

each coordinate neighbourhood V adapted to D, by the functions with log growth along
D and the differentials

dzi

zi
,
dz̄i

z̄i
, for i = 1, . . . , k,

dzi, dz̄i, for i = k + 1, . . . , d.

A differential form with log growth along D will be called a log growth form.

Dolbeault algebra of pre-log forms

Definition 7.9. A log growth form ω such that ∂ω, ∂̄ω and ∂∂̄ω are also log growth
forms is called a pre-log form. The sheaf of pre-log forms is the subalgebra of j∗E

∗
U

generated by the pre-log forms. We will denote this complex by E∗
X〈D〉pre.

The sheaf E∗
X〈D〉pre, together with its real structure, its bigrading and the usual dif-

ferential operators ∂, ∂̄ is easily shown to be a sheaf of Dolbeault algebras. Moreover, it
is the maximal subsheaf of Dolbeault algebras of the sheaf of differential forms with log
growth.

7.3. Mixed forms

For the general situation which interests us, we need a combination of the concepts of
pre-log-log and pre-log forms.

Mixed growth forms

Let X, D, U and j be as in the previous section. Let D1 and D2 be normal crossing
divisors, which may have common components, and such that D = D1 ∪ D2. We denote
by D′

2 the union of the components of D2 which are not contained in D1. We will say that
the open coordinate subset V is adapted to D1 and D2, if D1 has equation z1 · · · zk = 0,
D′

2 has equation zk+1 · · · zl = 0 and that ri = |zi| < 1/ee for i = 1, . . . , d.

Definition 7.10. We define the sheaf of forms with log growth along D1 and log-log
growth along D2 to be the subalgebra of j∗E

∗
U generated by differential forms with log

growth along D1 and log-log growth along D2.
A differential form with log growth along D1 and log-log growth along D2 will be called

a mixed growth form, if the divisors D1 and D2 are clear from the context.
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Dolbeault algebra of mixed forms

Definition 7.11. Let X, D = D1 ∪ D2, U and j be as before. A mixed growth form ω

such that ∂ω, ∂̄ω and ∂∂̄ω are also mixed growth forms is called a mixed form. The sheaf
of mixed forms is the subalgebra of j∗E

∗
U generated by the mixed forms. We will denote

this complex by E∗
X〈D1〈D2〉〉pre.

The sheaf E∗
X〈D1〈D2〉〉pre together with its real structure, its bigrading and the usual

differential operators ∂, ∂̄ is easily checked to be a sheaf of Dolbeault algebras. Observe
that we have by definition

E∗
X〈D1〈D2〉〉pre = E∗

X〈D1〈D′
2〉〉pre.

Inverse images

We can generalize Proposition 7.5 as follows. The proof is similar to the proof of
Proposition 7.5, and is therefore left to the reader.

Proposition 7.12. Let f : X → Y be a morphism of complex algebraic manifolds. Let
D1, D2 and E1, E2 be normal crossing divisors on X, Y , respectively, such that D1 ∪D2

and E1 ∪ E2 are also normal crossing divisors. Furthermore, assume that f−1(E1) ⊆ D1

and f−1(E2) ⊆ D1 ∪ D2. If η is a section of E∗
Y 〈E1〈E2〉〉pre, then f∗η is a section of

E∗
X〈D1〈D2〉〉pre. �

Integrability

Let y be a p-codimensional cycle of X, Y = supp y, and U = X \Y . Let π : X̃ → X be
an embedded resolution of singularities of Y with normal crossing divisors DY = π−1(Y )
and D̃ = π−1(D).

Lemma 7.13. Assume that g ∈ Γ (X̃, En
X̃

〈DY 〈D̃〉〉pre). Then, the following statements
hold.

(i) If n < 2p, then g is locally integrable on the whole of X. We denote by [g]X the
current associated to g.

(ii) If n < 2p − 1, then d[g]X = [dg]X .

Proof. Recall again that d is the dimension of X. To prove the first statement, we have
to show that for any differential form α of degree 2d − n > 2d − 2p and any compact set
K ⊆ X, the integral ∫

K

α ∧ g

is convergent. The restriction of π∗α to DY vanishes, since the map DY → X factors
through Y . Therefore, if z1 · · · zk = 0 is a local equation for DY , π∗α can be decomposed
as a sum of terms, each of which contains a factor dzi, dz̄i, zi, or z̄i for i = 1, . . . , k. The
result now follows from the local expression describing logarithmic growth. The second
statement is proven analogously. �
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Good Metrics

We recall Mumford’s notion of a good metric (see [64]) in the case of line bundles.

Definition 7.14. Let X be a complex algebraic manifold, D a normal crossing divisor,
and put U = X \ D. Let L be a line bundle on X, and L|U the restriction of L to U . A
smooth hermitian metric h on L|U is said to be good along D, if we have for all x ∈ D, all
neighbourhoods V of x adapted to D (with coordinates z1, . . . , zd), and all non-vanishing,
rational sections s of L (writing ‖s‖2 = h(s, s)):

(i) ‖s‖, ‖s‖−1 � C|
∏k

i=1 log(ri)|N for some C > 0 and some N ∈ N;

(ii) the 1-form ∂ log ‖s‖ is good on V .

A line bundle L equipped with a good hermitian metric will be called a good hermitian
line bundle. The pair (L, h) will be denoted by L.

Let X, D, U be as in the preceding definition, and let L be a good hermitian line
bundle on X. For a non-vanishing, rational section s of L, let Y denote the support of
div(s), and put V = X \ Y . Let π : X̃ → X be an embedded resolution of singularities
of Y with the property that

DY = π−1(Y ), D̃ = π−1(D) and π−1(Y ∪ D)

are normal crossing divisors.

Proposition 7.15. With the above notation we have

log ‖s‖ ∈ Γ (X̃, E0
X̃

〈DY 〈D̃〉〉pre), ∂∂̄ log ‖s‖ ∈ Γ (X̃, E1,1
X̃

〈〈D̃〉〉pre).

Proof. First we show that ωs = ∂∂̄ log ‖s‖ is a pre-log-log form. If s′ is another non-
vanishing, rational section of L in an open subset V of X, we note that ωs|V = ωs′ |V .
This shows that ∂∂̄ log ‖s‖ gives rise to a differential form ω on X, which is independent
of the choice of s. By the very definition of a good metric, ω has Poincaré growth along
D ∩ V . Since this is true for any open covering of X, ω has Poincaré growth along D.
Therefore, it is a log-log growth form. Since ω is closed, ∂ω, ∂̄ω, and ∂∂̄ω have also log-log
growth. This proves that ω is a pre-log-log form along D.

We now show that log ‖s‖ is a pre-log form along DY and a pre-log-log form along D̃. In
a neighbourhood of a point of DY \ D̃, the function log ‖s‖ has logarithmic singularities
along DY , as shown in Proposition 5.64. Therefore, log ‖s‖ is a pre-log form. On the
other hand, in a neighbourhood of a point of D̃ \ DY , the function ‖s‖ has log growth
along D̃, since h is a good metric; hence, log ‖s‖ has log-log growth. Moreover, the forms
∂ log ‖s‖, ∂̄ log ‖s‖, and ∂∂̄ log ‖s‖ have Poincaré growth. This shows that log ‖s‖ is a
pre-log-log form along D̃ \ DY . Finally, in a neighbourhood of a point of DY ∩ D̃, we can
write log ‖s‖ as the sum of a form with logarithmic singularities and a pre-log-log form.
Therefore, log ‖s‖ is a pre-log form there. �
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7.4. A Dlog-complex with pre-log-log forms

In this section we will construct a Dlog-complex using pre-log-log forms along a fixed
normal crossing divisor.

Varieties with a fixed normal crossing divisor

Let X be a complex algebraic manifold of dimension d, and D a normal crossing
divisor. We will denote the pair (X, D) by X. If V ⊆ X is an open subset, we will write
V = (V, D ∩ V ).

In the sequel all operations have to be adapted with respect to the pair X. For instance,
if Y ⊆ X is a closed algebraic subset and V = X \Y , we mean by an embedded resolution
of singularities of Y adapted to D an embedded resolution of singularities π : X̃ → X of
Y with the property that

DY = π−1(Y ), D̃ = π−1(D) and π−1(Y ∪ D)

are normal crossing divisors. Using Hironaka’s theorem on the resolution of singularities
[44], one can show that such an embedded resolution of singularities exists; for a more
detailed description of this fact we refer to Theorem 7.29, below.

Analogously, a normal crossing compactification of X will be a smooth compactification
X such that the adherence D of D and the subsets BX = X \ X and BX ∪ D are normal
crossing divisors.

Pre-log along infinity

Given a diagram of normal crossing compactifications of X

X
′ ϕ �� X

X

���������

��

with divisors BX
′ and BX at infinity, respectively, Proposition 7.12 gives rise to an

induced morphism
ϕ∗ : E∗

X
〈BX〈D〉〉pre → E∗

X
′〈BX

′〈D′〉〉pre.

In order to have a complex which is independent of the choice of a particular compactifi-
cation, as in § 5.3, we take the limit over all possible compactifications. For X = (X, D)
as before, we then denote

E∗
pre(X)◦ = lim

→
Γ (X, E∗

X
〈BX〈D〉〉pre),

where the limit is taken over all normal crossing compactifications X of X.
The assignment which sends an open subset U of X to E∗

pre(U)◦ is a presheaf in the
Zariski topology; we denote by E∗

pre,X its associated sheaf.
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Definition 7.16. Let X = (X, D) be as above. Then, we define the complex E∗
pre(X) of

differential forms on X, pre-log along infinity and pre-log-log along D as the complex of
global sections of E∗

pre,X , i.e.

E∗
pre(X) = Γ (X, E∗

pre,X).

Remark 7.17. Since in the definition of the presheaf E∗
pre(X)◦ we are using growth

conditions it might be possible that this presheaf is already a sheaf.

A Dlog-complex

Let X be a smooth real variety and D a normal crossing divisor defined over R; as
before, we write X = (X, D). For any U ⊆ X, the complex E∗

pre(U) is a Dolbeault algebra
with respect to the wedge product.

Definition 7.18. For any Zariski open subset U ⊆ X, we put

D∗
pre,X(U, p) = (D∗

pre,X(U, p), dD) = (D∗(Epre(UC), p)σ, dD),

where σ is as in Notation 5.65.

Theorem 7.19. The complex Dpre,X is a Dlog-complex on X. Moreover, it is a pseudo-
associative and commutative Dlog-algebra.

Proof. As in Proposition 5.33, we obtain that the presheaf Dn
pre,X(· , p) satisfies the

Mayer–Vietoris principle for any pair of integers p, n. Therefore, it is a totally acyclic
sheaf. Clearly, there are morphisms of sheaves of algebras

D∗
log,X → D∗

pre,X .

The claim now follows. �

Remark 7.20. Because of technical reasons we are not able to prove or disprove a
filtered Poincaré lemma for the complex E∗

pre,X . Therefore, we do not know the exact
cohomology of the complex D∗

pre,X . Nevertheless, if X is projective, we note that the
composition

D∗(EX , p) → D∗(EX〈〈D〉〉pre, p) → D∗(DX , p)

is a quasi-isomorphism. Therefore, the least we can say is that the cohomology of
D∗(EX〈〈D〉〉pre, p) has the usual real Deligne–Beilinson cohomology as a direct sum-
mand. As has been mentioned before, this problem can be solved by imposing growth
conditions on all derivatives of the differential forms under consideration.

7.5. Properties of Green objects with values in Dpre

We start by noting that Theorem 7.19 together with § 3.2 provides us with a theory of
Green objects with values in Dpre.
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Mixed forms representing the class of a cycle

In the case of pre-log-log forms the analogue of Proposition 5.58 is less precise, since
we do not know the cohomology of the complex of pre-log-log forms.

Proposition 7.21. Let X be a smooth real variety, and y a p-codimensional cycle on
X with support Y . Let (ω, g) be a cycle in

s2p(Dpre,X(X, p) → Dpre,X(X \ Y, p)).

Then, we have the following statements.

(i) If the class of the cycle (ω, g) in H2p
Dpre,Y (X, p) is equal to the class of y, then

−2∂∂̄[g]X = [ω] − δy. (7.22)

(ii) Assume that y =
∑

j njYj with irreducible subvarieties Yj and certain multiplicities
nj . If the cycle (ω, g) represents the class of y, then the equality

− lim
ε→0

∫
∂Bε(Y )

αdcg =
(2πi)p−1

2

∑
j

nj

∫
Yj

α (7.23)

holds for any differential form α; here Bε(Y ) is an ε-neighbourhood of Y such that
the orientation of ∂Bε(Y ) is induced from the orientation of Bε(Y ).

(iii) Let gy be a differential form on X \(Y ∪D) such that there exists an embedded res-
olution of singularities π : X̃ → X of Y in X with DY = π−1(Y ) and D̃ = π−1(D),
such that in any coordinate neighbourhood adapted to DY , we have

π∗(gy) =
k∑

i=1

αi log(1/ri) + β, (7.24)

where αi are smooth forms on X̃ and β is the pull-back of a pre-log-log form on
X. If the pair (ωy, gy) = (−2∂∂̄gy, gy) is a cycle in

s2p(Dpre,X(X, p) → Dpre,X(X \ Y, p))

and gy satisfies one of the equations (7.21) or (7.22), then the pair (ωy, g̃y) is a
pre-log-log Green object for the cycle y.

Proof. (i) Let (ω′, g′) be a cycle representing the class of y in H2p
D,Y (X, R(p)). By Propo-

sition 5.58, we then have
−2∂∂̄[g′]X = [ω′] − δy.

By our assumption, the pair (ω, g) and the image of (ω′, g′) represent the same class in
H2p

Dpre,Y (X, p). Therefore, there are elements a ∈ D2p−1
pre,X(X, p) and b ∈ D2p−2

pre,X(X \ Y, p)
such that

(dDa, a − dDb) = (ω, g) − (ω′, g′).

The result now follows as in Proposition 5.58 (i) using Proposition 7.6 and Lemma 7.13.

(ii) The second statement follows as in Proposition 5.58 (ii).

(iii) Since pre-log-log forms have no residues we may deduce this statement from Propo-
sition 5.58. �
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The first Chern form of a line bundle

Let X be a quasi-projective smooth real variety, D a normal crossing divisor defined
over R, and L = (L, h) a hermitian line bundle over X, where the hermitian metric h on
L ⊗ C is good along D and satisfies F ∗

∞h = h. If s is a non-vanishing, rational section of
L, we put ‖s‖2 = h(s, s), y = div(s), Y = supp y, U = X \ Y , and (see § 5.6)

gs = − 1
2 log(‖s‖2),

ωs = −2∂∂̄gs.

Moreover, we put X = (X, D), and U = (U, U ∩ D). We call

c1(L) = ωs = −2∂∂̄gs = ∂∂̄ log(‖s‖2)

the first Chern form of L.

Proposition 7.25. With the above assumptions the following statements hold. The
form ωs belongs to D2

pre,X(X, 1), the form gs belongs to D1
pre,X(U, 1). The pair (ωs, gs)

is a cycle of the simple complex

s2(Dpre,X(X, 1) → Dpre,X(U, 1)).

Moreover, this pair represents the class of div(s) in the cohomology group H2
Dpre,Y (X, 1).

Proof. We first show that the form ωs belongs to D2
pre,X(X, 1). By Proposition 7.15,

the form ωs is a pre-log-log form. The invariance of h with respect to F∞ now shows that
ωs belongs to D2

pre,X(X, 1). Analogously, again using Proposition 7.15, we obtain that
gs ∈ D1

pre,X(U, 1).
Let now h′ be a hermitian metric on L, which is invariant under F∞ and smooth on

the whole of X. Let us write

g′
s = − 1

2 log(‖s‖′2),

ω′
s = −2∂∂̄g′

s.

By Proposition 5.64, the class of div(s) in H2
Dlog,Y (X, 1) is represented by the pair (ω′

s, g
′
s).

On the other hand, we have

gs − g′
s ∈ D1

pre,X(X, 1),

and therefore
dD(gs − g′

s, 0) = (ωs, gs) − (ω′
s, g

′
s).

Thus both pairs represent the same cohomology class. �

Formulae for the ∗-product

The formulae of Proposition 6.10 still hold true in this more general context. More-
over, if we consider embedded resolutions adapted to X, it is not difficult to show that
Theorem 6.12 also remains true.
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Inverse images

Proposition 7.26. Let f : X → Y be a morphism of smooth real varieties, let DX ,
DY be normal crossing divisors on X, Y respectively, satisfying f−1(DY ) ⊆ DX . Put
X = (X, DX) and Y = (Y, DY ). Then, there exists a contravariant f -morphism

f# : Dpre,Y → f∗Dpre,X .

Proof. By Proposition 7.12, the pull-back of differential forms induces a morphism of
the corresponding Dolbeault algebras of mixed forms. This morphism is compatible with
the involution σ. Thus, this morphism gives rise to an induced morphism between the
corresponding Deligne algebras. �

Push-forward

We will only state the most basic property concerning direct images, which is necessary
to define arithmetic degrees. Note however that we expect log-log forms to be useful in
the study of non smooth, proper, surjective morphisms. By Proposition 7.6, we have the
following proposition.

Proposition 7.27. Let X = (X, D) be a proper, smooth real variety with fixed normal
crossing divisor D. Let f : X → Spec(R) denote the structural morphism. Then, there
exists a covariant f -morphism

f# : f∗Dpre,X → Dlog,Spec(R).

�

In particular, if X has dimension d, we obtain a well-defined morphism

f# : Ĥ2d+2
Dpre,Zd+1(X, d) → Ĥ2

Dlog,Z1(Spec(R), 1) = R.

Note that, by dimension reasons, we have Zd+1 = ∅, and

Ĥ2d+2
Dpre,Zd+1(X, d) = H2d+1(Dpre,X(X, d + 1)).

Thus, every element of Ĥ2d+2
Dpre,Zd+1(X, d) is represented by a pair g = (0, g̃). The morphism

f# mentioned above, is then given by

g = (0, g̃) 	→
(

0,
1

(2πi)d

∫
X

g

)
.

Notation 7.28. For g = (0, g̃) ∈ Ĥ2d+2
Dpre,Zd+1(X, d), we will write

1
(2πi)d

∫
X

g =
1

(2πi)d

∫
X

g.
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7.6. Push-forward of a ∗-product

Embedded resolution of singularities

We now come to a more detailed description of embedded resolutions of singularities
of closed algebraic subsets adapted to a fixed normal crossing divisor, which has been
announced in § 7.4. This description is a consequence of the following precise version of
Hironaka’s theorem on the resolution of singularities, which is contained in [44]. These
considerations provide an important tool for explicit computations of ∗-products.

Theorem 7.29 (Hironaka). Let X be a smooth variety over a field of characteristic
zero. Let D be a normal crossing divisor of X, and Y an irreducible reduced subscheme
of X. Then, there is a finite sequence of smooth varieties X̃k and subschemes Dk, Yk,
Wk (k = 0, . . . , N) satisfying

(i) X̃0 = X, D0 = D, Y0 = Y ;

(ii) for k = 0, . . . , N , the subscheme Wk is contained in Yk, the subscheme Yk is nor-
mally flat along Wk, the subscheme Dk is a normal crossing divisor, and the pair
(Dk, Wk) has only normal crossings;

(iii) X̃k+1 is the blow-up of X̃k along Wk, Dk+1 is the pre-image of Dk ∪ Wk by this
blow-up, and Yk+1 is the strict transform of Yk;

(iv) Wk �= Yk for k = 0, . . . , N − 1, WN−1 = YN−1, and WN = ∅.

These conditions imply that YN−1 is smooth and that X̃N is an embedded resolution of
singularities of Y . Moreover, the class of embedded resolutions of singularities of Y , which
can be obtained by this method is cofinal among the class of all embedded resolutions of
singularities of Y . �

We apply Theorem 7.29 to the case when X is a smooth real variety of dimension
d, D a fixed normal crossing divisor of X, and Y an irreducible reduced subscheme of
codimension p in X intersecting D properly. Theorem 7.29 now provides an embedded
resolution of singularities π : X̃N → X of Y adapted to D. We note that DN = π−1(Y ∪
D), and that π−1(Y ) and π−1(D) have either no component or at least one component
E in common. In the latter case, the component E appears in some intermediate step of
the resolution of singularities, so we may assume that E arises as the exceptional divisor
from Wk by the map πk : X̃N → X̃k obtained by composing the corresponding blow-ups.
Since Y is not contained in D, we have codim Wk > codim Y . For later purposes, we
denote by ρk : X̃k → X the map obtained by composing the corresponding remaining
blow-ups, i.e. π = ρk ◦ πk.

We now describe the above situation in terms of local coordinates. We let U denote a
coordinate neighbourhood of x ∈ X̃N with local coordinates z1, . . . , zd adapted to DN .
This means in particular that there are subsets S, respectively T , of {1, . . . , d} such
that the normal crossing divisors π−1(Y ), respectively π−1(D), are locally given by the
equations ∏

i∈S

zi = 0, respectively
∏
i∈T

zi = 0.



150 J. I. Burgos Gil, J. Kramer and U. Kühn

The case when π−1(Y ) and π−1(D) have no component in common is then characterized
by S ∩ T = ∅, whereas in the other case we have S ∩ T �= ∅; in the latter case, we
assume that i ∈ S ∩ T , i.e. the common component E is given by the equation zi = 0.
Furthermore, we denote by V a coordinate neighbourhood of πk(x) ∈ X̃k with local
coordinates t1, . . . , td adapted to the pair (Dk, Wk); this means that Dk ∩ V is a union
of coordinate hyperplanes and that Wk is contained in the intersection of at least p + 1
coordinate hyperplanes. For simplicity, we will assume that Wk is contained in the subset
defined by t1 = · · · = tp+1 = 0. After shrinking U , if necessary, we may assume that
πk(U) ⊆ V ; furthermore, we may assume that πk(z1, . . . , zd) = (t1, . . . , td). The condition
πk(E) ⊆ Wk implies that these local coordinates satisfy

(t1, . . . , td) = (zn1
i u1, . . . , z

np+1
i up+1, ∗, . . . , ∗), (7.30)

where n1, . . . , np+1 are positive integers and u1, . . . , up+1 are holomorphic functions,
whose divisor of zeros does not contain E.

Basic pre-log-log Green forms

In many cases, we can derive a formula for the push-forward of a ∗-product of top
degree, which is similar to the push-forward of the ∗-product defined by Gillet and Soulé.
A basic ingredient to derive such formula is the concept of basic pre-log-log Green forms,
which we define below. These forms are the analogues of the basic Green forms introduced
in [15].

Definition 7.31. Let X be a smooth real variety with fixed normal crossing divisor D

as above, y a p-codimensional cycle of X, and Y = supp y. A basic pre-log-log Green form
for y is a differential form gy on X satisfying:

(i) (−2∂∂̄gy, g̃y) is a Green object with values in Dpre for the cycle y;

(ii) there exists an embedded resolution of singularities π : X̃ → X of Y adapted to D

such that in any coordinate neighbourhood with coordinates z1, . . . , zd adapted to
π−1(Y ) the equality

gy =
∑

i

αi log(1/ri) + β (7.32)

holds, where αi are smooth differential forms on X̃ and β is a pre-log-log form
on X̃.

We note that in equation (7.31), the quantity gy should be replaced by π∗(gy). We
permit ourselves this slight abuse of notation here and in the subsequent considerations
in order to make our notation less heavy. Note also that in view of Proposition 7.21, if
condition (ii) is satisfied then condition (i) holds if any of the of the equations (7.21)
or (7.22) is satisfied.

By the cofinality property in the stated above version of Hironaka’s theorem, we may
assume that the embedded resolution of singularities appearing in the preceding definition
of a basic pre-log-log Green form is obtained by means of Theorem 7.29, i.e. we may
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assume X̃ = X̃N and choose the local coordinates according to the discussion following
Theorem 7.29. In particular, we can then rewrite equation (7.31) as follows:

gy =
∑
i∈S

αi log(1/ri) + β.

We note that gy is a basic Green form in the sense of [15], if β is a smooth differential
form. We observe that the function − log ‖s‖ is a basic pre-log-log Green form for div(s),
if L = (L, ‖ · ‖) is a good hermitian line bundle and s a non-vanishing, rational section
of L.

Push-forward of a ∗-product

Theorem 7.33. Let X = (X, D) be a proper, smooth real variety of dimension d with
fixed normal crossing divisor D. Let y be an irreducible p-codimensional cycle of X,
Y = supp y, and gy a basic pre-log-log Green form for y. Let z be a q-codimensional
cycle of X, Z = supp z, and gz = (ωz, g̃z) a Green object with values in Dpre for the
cycle z. Assume that p + q = d + 1, that Y and Z intersect properly, i.e. Y ∩ Z = ∅, and
that Y intersects D properly. Then, the following formula holds

1
(2πi)d

∫
X

gy ∗ gz =
1

(2πi)q−1

∫
Y

gz +
1

(2πi)d

∫
X

gy ∧ ωz.

Proof. Let σY Z and σZY be as in Lemma 6.11. Recalling −2∂∂̄ = (4πi)dc in conjunction
with Theorem 6.12, which is also valid for pre-log-log forms, we obtain

gy ∗ gz = (ωy ∧ ωz, 4πi(dc(σY Zgy) ∧ gz + σZY gy ∧ dcgz)∼).

We have to investigate the integral∫
X

gy ∗ gz = 4πi
∫

X

(dc(σY Zgy) ∧ gz + σZY gy ∧ dcgz).

In order to perform these calculations, we put

Xε = X \ (Bε(D) ∪ Bε(Y ) ∪ Bε(Z)),

where Bε(·) denotes an ε-neighbourhood of the quantity in question. We observe that on
Xε we can split up the integral∫

Xε

(dc(σY Zgy) ∧ gz + σZY gy ∧ dcgz)

into two summands. For the first summand we obtain∫
Xε

dc(σY Zgy) ∧ gz =
∫

Xε

(dcgy ∧ gz − dc(σZY gy) ∧ gz)

=
∫

Xε

(dcgy ∧ gz − d(dc(σZY gy) ∧ gz) + dc(σZY gy) ∧ dgz).
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For the second summand we find∫
Xε

σZY gy ∧ dcgz =
∫

Xε

(gy ∧ dcgz − σY Zgy ∧ dcgz)

=
∫

Xε

(gy ∧ dcgz − d(σY Zgy ∧ dcgz) + d(σY Zgy) ∧ dcgz)

=
∫

Xε

(gy ∧ dcgz − d(σY Zgy ∧ dcgz) + dc(σY Zgy) ∧ dgz).

Summing up all the terms in question now yields∫
Xε

(dc(σY Zgy) ∧ gz + σZY gy ∧ dcgz)

=
∫

Xε

(gy ∧ dcgz + dcgy ∧ gz + dcgy ∧ dgz) −
∫

Xε

d(dc(σZY gy) ∧ gz + σY Zgy ∧ dcgz)

=
∫

Xε

gy ∧ dcgz +
∫

Xε

d(dc(σY Zgy) ∧ gz − σY Zgy ∧ dcgz). (7.34)

The claim of Theorem 7.33 will now follow as a consequence of the subsequent two
lemmas. �

Lemma 7.35. With the notation and assumptions of Theorem 7.33, the differential form
gy ∧ dcgz is locally integrable on X.

Proof. In order to show that the differential form gy ∧ dcgz is locally integrable on X,
it suffices to show that it is locally integrable on an embedded resolution of singularities
π : X̃N → X of Y ∪ Z adapted to D as described in Theorem 7.29. We let U be a
coordinate neighbourhood of x ∈ X̃N with local coordinates z1, . . . , zd adapted to DN as
described in the discussion following Theorem 7.29. Then, we have

gy =
∑
i∈S

αi log(1/ri) + β,

where αi and β are as in Definition 7.31. Since the differential form β ∧ dcgz has log-log
growth along π−1(D), it is locally integrable on X̃N .

In order to study the local integrability of the forms αi log(1/ri) ∧ dcgz (i ∈ S), we
have to distinguish the following two cases.

Case 1: i �∈ T . This is the easy case. Namely, if we write

αi log(1/ri) ∧ dcgz = f(z1, . . . , zd)dz1 ∧ · · · ∧ dz̄d,

then f satisfies the estimate

|f(z1, . . . , zd)| ≺ log(1/ri)
∏
j∈T

log(log(1/rj))M

r2
j log(1/rj)2

for some positive integer M . Therefore, αi log(1/ri) ∧ dcgz is locally integrable on X̃N .
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Case 2: i ∈ T . Let E be the divisor given by the equation zi = 0; then E is a common
component of π−1(Y ) and π−1(D). Letting X̃k with the local coordinates t1, . . . , td be as
in the discussion following Theorem 7.29, the component E is mapped to the subset Wk,
which is contained in the subset defined by t1 = · · · = tp+1 = 0. In these coordinates, we
now write

ρ∗
k(dcgz) =

∑
K′,L′

kK′,L′(t1, . . . , td)dtK′ ∧ dt̄L′ ,

where K ′, L′ ⊆ {1, . . . , d} are strictly ordered subsets of cardinality q. We fix K ′, L′, and
put η = kK′,L′(t1, . . . , td)dtK′ ∧ dt̄L′ . Since q = d− p+1, the subset K ′ contains at least
two elements

a, b ∈ {1, . . . , p + 1}, (7.36)

which implies that η contains the differentials dta and dtb.
We are left to show that αi log(1/ri)∧π∗

k(η) is locally integrable. To this end, we write

αi log(1/ri) =
∑
I,J

gI,J(z1, . . . , zd)dzI ∧ dz̄J ,

π∗
k(η) =

∑
K,L

hK,L(z1, . . . , zd)dzK ∧ dz̄L,

where I, J ⊆ {1, . . . , d} are strictly ordered subsets of cardinality p − 1, and K, L ⊆
{1, . . . , d} are strictly ordered subsets of cardinality q. In this way, we obtain the (d, d)-
form

αi log(1/ri) ∧ π∗
k(η) =

∑
I,J,K,L
I∩K=∅
J∩L=∅

fI,J,K,L(z1, . . . , zd)dz1 ∧ · · · ∧ dz̄d

with fI,J,K,L = gI,J · hK,L. We now show that each function fI,J,K,L is locally integrable
on X̃N . If i ∈ I ∩ J , the local integrability of fI,J,K,L follows as in Case 1. If i ∈ I ∩ L or
i ∈ J ∩ K, the local integrability of fI,J,K,L follows from the estimate

|fI,J,K,L(z1, . . . , zd)| ≺ log(log(1/ri))M

ri

∏
j∈T
j �=i

log(log(1/rj))M

r2
j log(1/rj)2

.

We are left to investigate the last sub-case i ∈ K ∩ L. Letting a, b be as in (7.35), and
recalling the relation ta = zna

i ua from (7.29), we first observe

π∗
k

(
log(log(1/|ta|))M

ta log(1/|ta|) dta

)
=

(log(na log(1/ri) + log(1/|ua|)))M

ua(na log(1/ri) + log(1/|ua|))

d∑
j=1

∂ua

∂zj
dzj

+
na(log(na log(1/ri) + log(1/|ua|)))M

zi(na log(1/ri) + log(1/|ua|)) dzi, (7.37)

and a similar formula for the index b. If j �= i in the above sum, we obtain the estimate∣∣∣∣ (log(na log(1/ri) + log(1/|ua|)))M

ua(na log(1/ri) + log(1/|ua|))
∂ua

∂zj

∣∣∣∣ ≺ ∏
k∈T log(log(1/rk))M ′

rj(log(1/ri) + log(1/rj))
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with some positive integer M ′. Since the divisor of zeros of ua does not contain the
component E, we obtain for j = i the estimate∣∣∣∣ (log(na log(1/ri) + log(1/|ua|)))M

ua(na log(1/ri) + log(1/|ua|))
∂ua

∂zi

∣∣∣∣ ≺ ∏k∈T log(log(1/rk))M ′

log(1/ri) + log(1/rj)
.

Moreover, for the last summand, we note the estimate∣∣∣∣na(log(na log(1/ri) + log(1/|ua|)))M

zi(na log(1/ri) + log(1/|ua|))

∣∣∣∣ ≺ ∏k∈T log(log(1/rk))M ′

ri log(1/ri)
.

Now, we note that the differential form fI,J,K,L(z1, . . . , zd)dz1 ∧ · · · ∧ dz̄d is built up
in particular by the differential forms π∗

k(· · ·dta) and π∗
k(· · ·dtb) (cf. (7.36)). We then

observe that the summand of the differential π∗
k(· · ·dta) containing dzi is multiplied with

the corresponding summands of π∗
k(· · ·dtb) containing the differentials dzj for j �= i.

Hence, the function fI,J,K,L can be decomposed as a sum of functions Fj (j �= i), each
of which satisfy the estimate

|Fj(z1, . . . , zd)| ≺ log(1/ri)
r2
i log(1/ri)2

(log(log(1/ri)) log(log(1/rj)))M ′

rj(log(1/ri) + log(1/rj))

× 1
rj log(1/rj)

∏
k∈T
k �=i,j

log(log(1/rk))M ′

r2
k log(1/rk)2

.

Finally, using the inequality between the arithmetic and the geometric mean, we obtain

|Fj(z1, . . . , zd)| ≺ 1
r2
i r2

j (log(1/ri) log(1/rj))1+ε

∏
k∈T
k �=i,j

log(log(1/rk))M ′

r2
k log(1/rk)2

for some ε > 0. Adding up, this proves the local integrability of fI,J,K,L, and thus
concludes the proof of the local integrability of the differential form αi log(1/ri) ∧ dcgz

on X̃N . �

Lemma 7.38. With the notation and assumptions of Theorem 7.33, the equality

lim
ε→0

∫
Xε

d(dc(σY Zgy) ∧ gz − σY Zgy ∧ dcgz) =
(2πi)p−1

2

∫
Y

gz

holds true.

Proof. For any ε, ρ > 0, we put

Xε,ρ = X \ (Bε(D) ∪ Bρ(Y ) ∪ Bε(Z)),

Yε = Y \ (Bε(D) ∪ Bε(Z)).
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Since σY Z vanishes in a neighbourhood of Z, we obtain by means of Stokes’s theorem∫
Xε,ρ

d(dc(σY Zgy) ∧ gz − σY Zgy ∧ dcgz)

=
∫

∂(Bε(D)∪Bρ(Y ))
(dc(σY Zgy) ∧ gz − σY Zgy ∧ dcgz).

Since we derive from equation (7.33) in conjunction with Lemma 7.35 that the limit

lim
ε,ρ→0

∫
∂(Bε(D)∪Bρ(Y ))

(dc(σY Zgy) ∧ gz − σY Zgy ∧ dcgz)

exists, we can compute it as an iterated limit by taking first the limit as ρ tends to zero,
and then the limit as ε goes to zero. Since gy is a basic Green form in the sense of [15]
for the cycle y on X \ (Bε(D) ∪ Bε(Z)), Proposition 5.58 (ii) shows

lim
ρ→0

∫
∂(Bε(D)∪Bρ(Y ))

(dc(σY Zgy) ∧ gz − σY Zgy ∧ dcgz)

=
∫

∂Bε(D)
(dc(σY Zgy) ∧ gz − σY Zgy ∧ dcgz) +

(2πi)p−1

2

∫
Yε

gz.

By the functoriality and local integrability of the pre-log-log forms, we have

lim
ε→0

∫
Yε

gz =
∫

Y

gz.

Therefore, we are left to show that

lim
ε→0

∫
∂Bε(D)

(dc(σY Zgy) ∧ gz − σY Zgy ∧ dcgz) = 0.

To perform this calculation, we will again work on an embedded resolution of singularities
π : X̃N → X of Y ∪ Z adapted to D together with a coordinate neighbourhood U of
x ∈ X̃N with local coordinates z1, . . . , zd adapted to DN . Following the discussion after
Theorem 7.29, we may assume without loss of generality that the situation is local, i.e.

π−1(D) =
⋃
i∈T

Ei,

where Ei is given by the equation zi = 0 (i ∈ T ); the choice of local coordinates deter-
mines differentiable maps

pi : ∂Bε(Ei) → Ei (i ∈ T ).

From this we obtain (recalling our abuse of notation)

lim
ε→0

∫
∂Bε(D)

(dc(σY Zgy) ∧ gz − σY Zgy ∧ dcgz)

=
∑
i∈T

lim
ε→0

∫
∂Bε(Ei)

(dc(σY Zgy) ∧ gz − σY Zgy ∧ dcgz)

=
∑
i∈T

lim
ε→0

∫
Ei

∫
pi

(dc(σY Zgy) ∧ gz − σY Zgy ∧ dcgz).
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We will now fix i0 ∈ T , and show that∫
pi0

|dc(σY Zgy) ∧ gz − σY Zgy ∧ dcgz| ≺ h1(ε)h2, (7.39)

where limε→0 h1(ε) = 0 and h2 is locally integrable on Ei0 ; we emphasize that equality
(7.38) is an inequality between forms meaning that the inequality holds true for the
absolute values of all the components involved. To do this, we observe that the differential
form

dc(σY Zgy) ∧ gz − σY Zgy ∧ dcgz

is the sum of two forms, one of which is of type (d, d−1), and the other of type (d−1, d).
We will prove the lemma for the term of type (d, d− 1) noting that the argument for the
term of type (d − 1, d) is analogous.

Since gy is a basic pre-log-log Green form, we have (as in the proof of Lemma 7.35)

gy =
∑
i∈S

αi log(1/ri) + β.

Therefore, we have to establish the bound (7.38) for each summand of gy in the above
decomposition. For the summand β the bound (7.38) follows easily, since β is a pre-log-log
form. In order to treat the remaining summands, we write

σY Zgy ∧ ∂gz = f(z1, . . . , zd)dzi0 ∧
d∏

j=1
j �=i0

dzj ∧ dz̄j + · · · ,

∂(σY Zgy) ∧ gz = g(z1, . . . , zd)dzi0 ∧
d∏

j=1
j �=i0

dzj ∧ dz̄j + · · · .

As in the previous lemma, we have to distinguish two cases.

Case 1: i /∈ T . Then, we easily find the estimates

|f(z1, . . . , zd)| ≺ log(1/ri)
log(log(1/ri0))

M

ri0 log(1/ri0)

∏
j∈T
j �=i0

log(log(1/rj))M

r2
j log(1/rj)2

,

|g(z1, . . . , zd)| ≺ 1
ri

log(log(1/ri0))
M

ri0 log(1/ri0)

∏
j∈T
j �=i0

log(log(1/rj))M

r2
j log(1/rj)2

,

from which the bound (7.38) follows.

Case 2: i ∈ T . In this case, the functions f and g will satisfy the same type of estimates;
thus, we will discuss here only the estimate for the function f . If i = i0, by arguing as in
the second part of the discussion of Case 2 in the proof of Lemma 7.35, we find that f can
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be decomposed as a sum of functions Fj (j �= i), each of which satisfying the estimate

|Fj(z1, . . . , zd)| ≺ log(1/ri0)
ri0 log(1/ri0)

(log(log(1/ri0)) log(log(1/rj)))M ′

rj(log(1/ri0) + log(1/rj))

× 1
rj log(1/rj)

∏
k∈T

k �=i0,j

log(log(1/rk))M ′

r2
k log(1/rk)2

≺ 1
ri0r

2
j log(1/ri0)ε log(1/rj)1+ε

∏
k∈T

k �=i0,j

log(log(1/rk))M ′

r2
k log(1/rk)2

;

here M ′ and ε are as in the proof of Lemma 7.35. If i �= i0, the function f can be
decomposed as a sum of functions Fj (j �= i), which are seen to satisfy for j = i0 the
estimate

|Fi0(z1, . . . , zd)| ≺ 1
ri0r

2
i log(1/ri0)ε log(1/ri)1+ε

∏
k∈T

k �=i0,i

log(log(1/rk))M ′

r2
k log(1/rk)2

,

and for j �= i0 the estimate

|Fj(z1, . . . , zd)| ≺ 1
ri0r

2
i r2

j log(1/ri0) log(1/ri)1+ε log(1/rj)1+ε

∏
k∈T

k �=i0,i,j

log(log(1/rk))M ′

r2
k log(1/rk)2

.

All in all, this leads to the desired estimate (7.38) and concludes the proof of the lemma.
�

Remark 7.40. Clearly, the theorem also holds when D = ∅, and in particular for Green
objects with values in Dlog. In this case we recover the classical formula for the ∗-product
of Green currents used in [36] and [71] (see also [16,17]). If X is a Riemann surface, then
formula (7.33) implies the formulae for the generalized arithmetic intersection numbers
given in [58].

7.7. Arithmetic Chow rings with pre-log-log forms

Definition of arithmetic Chow groups with pre-log-log forms

Let (A, Σ, F∞) be an arithmetic ring and X an arithmetic variety over A. Let D

be a fixed normal crossing divisor of XΣ , which is stable under F∞. Following the
notation of the previous section we will denote the pair (XR, D) by X. The natural
inclusion Dlog → Dpre induces a Dlog-complex structure in Dpre. Then, (X, Dpre) is a
Dlog-arithmetic variety. Here, we use the convention that whenever X is clear from the
context, we write Dpre instead of Dpre,X Therefore, applying the theory developed in § 4,
we can define the arithmetic Chow groups ĈH ∗(X, Dpre).

The rest of this section will be devoted to studying the basic properties of the arithmetic
Chow groups ĈH ∗(X, Dpre). In particular, we will see that they satisfy properties similar
to ones of the classical arithmetic Chow groups stated in [36] and most of the properties
stated in [61].
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Exact sequences

We will use the notation of § 6.1 applied to the sheaf Dpre. We start by writing the
exact sequences given in Theorem 4.13.

Theorem 7.41. Let X be an arithmetic variety over A, and X = (XR, D) as above.
Then, we have the following exact sequences:

CHp−1,p(X)
ρ−→ D̃2p−1

pre (X, p)pure a−→ ĈH p(X, Dpre)
ζ−→ CHp(X) → 0,

CHp−1,p(X)
ρ−→ H2p−1

Dpre
(X, p)pure a−→ ĈH p(X, Dpre)

(ζ,−ω)−−−−→ CHp(X) ⊕ Z D2p
pre(X, p) cl +h−−−→ H2p

Dpre
(X, p) → 0,

CHp−1,p(X)
ρ−→ H2p−1

Dpre
(X, p)pure a−→ ĈH p(X, Dpre)0

ζ−→ CHp(X)0 → 0.

Proof. This is a direct consequence of Theorem 4.13. �

Since Dpre is a Dlog-complex, there is a morphism

H∗
D(XR, p) → H∗

Dpre
(X, p).

Thus, from Theorem 7.41 we obtain the following corollary.

Corollary 7.42. There is a complex of abelian groups

H2p−1
D (XR, p) a−→ ĈH p(X, Dpre)

(ζ,−ω)−−−−→ CHp(X) ⊕ Z D2p
pre(X, p).

Remark 7.43. Since we have not computed the cohomology of the complex Dpre, these
exact sequences do not give all the possible information. We do not even know whether
the corresponding cohomology groups satisfy the weak purity condition.

As we have already pointed out, by imposing bounds on all derivatives of the functions,
one can define a smaller complex, the complex of log-log forms, for which we can prove the
Poincaré Lemma. Using this complex one obtains arithmetic Chow groups that satisfy
the exact sequences of Theorem 7.41, but with real Deligne–Beilinson cohomology (see
Remark 7.20). This will be developed in a forthcoming paper [19].

Green forms for a cycle

We now translate the result of Proposition 7.21 into the language of Green objects.

Proposition 7.44. Let X be an arithmetic variety over A, and y a p-codimensional
cycle on X. If a pair g = (ω, g̃) ∈ Ĥ2p

Dpre,Zp(X, p) is a Green object for the class of y, then

−2∂∂̄[g]X = [ω] − δy. (7.45)

�

We recall that in the above proposition [g]X stands for [g]X∞ , and δy for δyR
.
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Multiplicative properties

By Theorem 7.19, the complex Dpre satisfies all the properties required to apply The-
orem 4.24.

Theorem 7.46. The abelian group

ĈH ∗(X, Dpre)Q =
⊕
p�0

ĈH p(X, Dpre) ⊗ Q

is a commutative and associative Q-algebra with unit. �

Inverse images

Let f : X → Y be a morphism of arithmetic varieties over A. By Proposition 7.12, the
complex Dpre satisfies all the properties required to apply Theorem 4.29.

Theorem 7.47. Let f : X → Y be a morphism of arithmetic varieties over A, let DX ,
DY be a normal crossing divisor on XR, YR, respectively, satisfying f−1(DY ) ⊆ DX . Put
X = (XR, DX) and Y = (YR, DY ). Then, there is an inverse image morphism

f∗ : ĈH ∗(Y,Dpre,Y ) → ĈH ∗(X, Dpre,X).

Moreover, this morphism is a morphism of rings after tensoring with Q. �

Push-forward

We will state only the consequence of Proposition 7.27.

Theorem 7.48. Let X be a d-dimensional projective arithmetic variety over A,
X = (XR, D) as above, and π : X → Spec(A) the structural morphism. Then, there
is a direct image morphism

π∗ : ĈH d+1(X, Dpre) → ĈH 1(Spec(A)).

Proof. Since Spec(A)R is a finite collection of points, the complex Dlog,Spec(A) is con-
stant. By Proposition 7.27, there is a covariant morphism of arithmetic varieties

π : (X, Dpre) → (Spec(A),Dlog).

The claim now follows from Theorem 4.34. �

Relationship with other arithmetic Chow groups

Let X be an arithmetic variety over A, and X = (XR, D) as above. The structural
morphism

Dlog → Dpre

induces a morphism of arithmetic Chow groups

ĈH ∗(X, Dlog) → ĈH ∗(X, Dpre),
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which is compatible with inverse images, intersection products and arithmetic degrees. If
X is projective, the isomorphism between ĈH ∗(X, Dlog) and the arithmetic Chow groups
defined by Gillet and Soulé (denoted by ĈH ∗(X)) induces a morphism

ĈH ∗(X) → ĈH ∗(X, Dpre), (7.49)

which is also compatible with inverse images, intersection products and arithmetic
degrees. Since we have not proven the purity of the cohomology of Dpre, we cannot
state that the above morphism is an isomorphism, when D is trivial, except when the
dimension of XF is zero (see Remarks 7.20 and 7.43).

Arithmetic Picard group

The theory of line bundles equipped with smooth hermitian metrics developed in § 6.1
can be generalized to the case of good metrics. For this let X be a projective arithmetic
variety over A, X = (XR, D) as above, and L a line bundle on X equipped with a her-
mitian metric h on the induced line bundle L∞ over X∞, which is good along D and
invariant under F∞. As usual, we write L = (L, ‖ · ‖), and refer to it as a good hermitian
line bundle. Given a rational section s of L, we write ‖s‖2 = h(s, s) for the point-wise
norm of the induced section of L∞. We say that two good hermitian line bundles L1 and
L2 are isometric, if L1 ⊗ L

−1
2

∼= (OX , | · |), where | · | is the standard absolute value. The
arithmetic Picard group P̂ic(X) is the group of isometry classes of good hermitian line
bundles with group structure given by the tensor product.

Proposition 7.50. Let X be a projective arithmetic variety over A, X = (XR, D) as
above, and L = (L, ‖ · ‖) a good hermitian line bundle on X. Then, there is a map

ĉ1 : P̂ic(X) → ĈH 1(X, Dpre),

given by sending the class of L to the class [div(s), (ωs, g̃s)] ∈ ĈH 1(X, Dpre), where s,
ωs, and gs are as in Proposition 7.25.

Proof. We have to show that the map ĉ1 is well defined. By Proposition 7.25, the pair
(ωs, gs) represents a Green object for the class of div(s). If s′ is another non-vanishing,
rational section, then s′ = f · s with a rational function f , and we have

(div(s′), (ωs′ , g̃s′)) = (div(s), (ωs, g̃s)) + d̂iv(f).

Hence, (div(s), (ωs, g̃s)) and (div(s′), (ωs′ , g̃s′)) represent the same class in the arithmetic
Chow group ĈH 1(X, Dpre). Therefore, the map ĉ1 is well defined. �

Definition 7.51. Let X be a projective arithmetic variety over A, X = (XR, D) as
above, and L a good hermitian line bundle on X. Then ĉ1(L) ∈ ĈH 1(X, Dpre) is called
the first arithmetic Chern class of L.
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Arithmetic degree

Let K be a number field, OK its ring of integers, and S = Spec(OK). From § 6.1, we
recall the arithmetic degree map

d̂eg : ĈH 1(S, Dlog) → R.

Definition 7.52. Let X be a d-dimensional projective arithmetic variety over OK with
structural morphism π : X → S, X = (XR, D) as above, and L a good hermitian line
bundle on X. The real number

L
d+1

= d̂eg(π∗ ĉ1(L)d+1)

is called the arithmetic degree of L, or the arithmetic self-intersection number of L.

Remark 7.53. Logarithmically singular line bundles on arithmetic surfaces as defined
in [58] are good hermitian line bundles. It is straightforward to show that the intersection
number at the infinite places given in [58] (see [58, Lemma 3.9]), agrees with the explicit
formula for the ∗-product given in Theorem 7.33. We also note that by [58, Proposi-
tion 7.4] the arithmetic self-intersection number of a good hermitian line bundle calcu-
lated by either of the formulae in [9], [63], [58], or Theorem 7.33 agree.

Height pairings

Let K be a number field, OK its ring of integers, and S = Spec(OK). Let X be a d-
dimensional projective arithmetic variety over OK with structural morphism π : X → S.
Furthermore, fix a normal crossing divisor D of XR.

We want to generalize the height pairing given in Definition 6.39 to the arithmetic Chow
groups with values in Dpre. This generalization will in particular include the logarithmic
heights for points considered by Faltings in [28,30]. Since the height of a cycle, whose
generic part is supported in D, might be infinite, one cannot expect that the height
pairing (6.39) unconditionally generalizes to a height pairing between the arithmetic
Chow groups ĈH p(X, Dpre) and the whole group of cycles Zq(X). Therefore, we restrict
ourselves to considering a subgroup of cycles, for which a height pairing with respect to
ĈH p(X, Dpre) can always be defined.

Putting U = XR \ D, we write Zq
U (X) for the group of the q-codimensional cycles z

of X such that zR intersects D properly. A case of particular interest is given when the
normal crossing divisor D is defined over K; we then introduce UK = XK \ DK , and
observe that there is a natural injective map

Zq(UK) → Zq
U (X).

Definition 7.54. We want to define a bilinear pairing

(· | ·) : ĈH p(X, Dpre) ⊗ Zq
U (X) → ĈH p+q−d(S, Dlog)Q. (7.55)

Let z ∈ Zq
U (X) be an irreducible, reduced cycle and α ∈ ĈH p(X, Dpre). We represent α

by the class of an arithmetic cycle (y, gy), where y is a p-codimensional cycle such that
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yK intersects zK properly and where gy = (ωy, g̃y) is a pre-log-log Green object for y. If
p + q < d, we put (α | z) = 0. If p + q = d, we define

(α | z) = [π∗(yK · zK), (0, 0)] ∈ ĈH 0(S, Dlog)Q = CH0(S)Q.

Finally, if p + q = d + 1, we define

(α | z) = [π∗([y · z]fin), (0, ˜π#(gy ∧ δz))] ∈ ĈH 1(S, Dlog)Q.

Here, the quantity ˜π#(gy ∧ δz) has to be understood as follows: Let Z = supp zR and
ı : Z̃ → Z be a resolution of singularities of Z adapted to D. Since yK ∩ zK = ∅, the
functoriality of pre-log-log forms shows that ı∗(gy) is a pre-log-log form on Z̃, hence it is
locally integrable on Z̃, and we have

˜π#(gy ∧ δz) =
1

(2πi)p−1

∫
Z̃

ı∗(gy).

The pairing (7.54) is now obtained by linearly extending the above definitions.

Note that this definition a priori depends on the choice of the representative (y, gy)
of α.

Proposition 7.56. With the above notation and assumptions, let α ∈ ĈH p(X, Dpre),
z ∈ Zq

U (X), Z = supp zR, and p + q = d + 1. If we choose a basic pre-log-log Green form
gz for z and put gz = (−2∂∂̄gz, g̃z), the height pairing (7.54) satisfies the equality

(α | z) = π∗(α · [z, gz]) + a(π#( ˜[ω(α) ∧ gz]X)) (7.57)

in ĈH 1(S, Dlog)Q.

Proof. By Lemma 7.35, the pre-log form ω(α) ∧ gz is integrable. Therefore, the right-
hand side of the claimed formula is well defined. We now represent α by the arithmetic
cycle (y, gy), where y is a p-codimensional cycle such that yK intersects zK properly
and where gy = (ω(α), g̃y) is a pre-log-log Green object for the cycle y. Then, the first
summand of the right-hand side of equation (7.56) equals

π∗(α · [z, gz]) =
[
π∗([y · z]fin),

(
0,

1
(2πi)d

∫
X

gy ∗ gz

)]
.

Using Theorem 7.33 (with the roles of y and z interchanged), i.e. the equality

1
(2πi)d

∫
X

gy ∗ gz =
1

(2πi)p−1

∫
Z

gy +
1

(2πi)d

∫
X

ω(α) ∧ gz,

we find

π∗(α · [z, gz]) + a(π#( ˜[ω(α) ∧ gz]X))

= [π∗([y · z]fin), (0, ˜π#(gy ∧ δz) + π#( ˜[ω(α) ∧ gz]X))] + a(π#( ˜[ω(α) ∧ gz]X))

= [π∗([y · z]fin), (0, ˜π#(gy ∧ δz))]

= (α | z),

which proves the claim. �
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In the following theorem, we will show that the pairing (7.54) is well defined.

Theorem 7.58. The bilinear pairing (7.54) is well defined. Furthermore, there is a
commutative diagram

ĈH p(X, Dlog) ⊗ Zq
U (X)

(·|·) ��

��

ĈH p+q−d(S, Dlog)Q

id
��

ĈH p(X, Dpre) ⊗ Zq
U (X)

(·|·) �� ĈH p+q−d(S, Dlog)Q

where horizontal maps are given by the pairings (6.39) and (7.54), respectively.

Proof. We have to show that the height pairing (α | z) does not depend on the choice
of a representative (y, gy) for α. Since the height pairing (7.54) coincides with the height
pairing (6.39) for p, q satisfying p + q � d, it suffices to treat the case p + q = d + 1. In
order to prove the well-definedness in the latter case, we recall that the height pairing
satisfies formula (7.56). By the well-definedness of the arithmetic intersection product and
the map ω, the right-hand side of (7.56) turns out to be independent of the representative
(y, gy),which proves the well-definedness of (α | z).

The commutativity of the diagram follows from Lemma 6.42 observing the formula

a([gz]X(ω(α))) = a(π#( ˜[ω(α) ∧ gz]X)).

�

Faltings heights

We keep the notation of the previous section. In particular, we let X, D, U be as before
and p, q integers satisfying p + q = d + 1. The height pairing given by Definition 7.54 is
of particular interest, when α = ĉ1(L)p for some good hermitian line bundle L on X. If
z ∈ Zq

U (X), we call the real number

htL(z) = d̂eg(ĉ1(L)p | z)

the Faltings height of z (with respect to L). This name is justified by the following result
due to Faltings.

Proposition 7.59. In addition to the data fixed above, assume that L is an ample line
bundle. Then, for any c ∈ R, the cardinality of the set

{z ∈ Zd
U (X) | htL(z) < c}

is finite.

Proof. Since the metric of a good hermitian line bundle is logarithmically singular as
defined by Faltings, the proof is standard (see, for example, [69]). �
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7.8. Application to products of modular curves

As an example, we show in this final section how the arithmetic intersection theory
with pre-log-log forms developed in this section can be applied to compute the arithmetic
self-intersection number of the line bundle of modular forms equipped with the natural
invariant metric on the product of two modular curves. We point out that because of the
singularities of the Petersson metric, these numbers are only well defined in the setting of
our newly developed extended arithmetic intersection theory. Related but more elaborate
results for the case of Hilbert modular surfaces have recently been obtained in [13].
Further calculations of other naturally metrized automorphic line bundles have been
carried out in [12]. The general theory of arithmetic characteristic classes of automorphic
vector bundles of arbitrary rank is developed in [19].

Modular curves

Let H denote the upper half-plane with complex coordinate z = x + iy, and

X(1) = SL2(Z)\H ∪ {S∞}

the modular curve with the cusp S∞. For more details on the subsequent facts we refer
to [58].

Let X (1) = P1
Z be the regular model for the modular curve X(1). With s∞ denoting

the Zariski closure of (the normal crossing divisor) S∞ ⊆ X(1) and k a positive integer
satisfying 12 | k, we define the line bundle of modular forms of weight k by Mk =
O(s∞)⊗k/12. The line bundle Mk is equipped with the Petersson metric ‖ · ‖, which is
a good hermitian metric along S∞; hence, Mk = (Mk, ‖ · ‖) is a good hermitian line
bundle, and we have

ĉ1(Mk) ∈ ĈH 1(X (1),Dpre).

For the first Chern form c1(Mk) of Mk, we recall the formulae

c1(Mk) = k
dz ∧ dz̄

(z − z̄)2
= − k

2i
dx ∧ dy

y2 ,

∫
X(1)

c1(Mk) = −πk

6i
.

Fixing a (1, 1)-form ω satisfying
∫

X(1) ω = −2πi, the main result of [58] shows

ĉ1(Mk)2 = [0,M2
k · a(ω)] ∈ ĈH 2(X (1),Dpre)Q, (7.60)

where the arithmetic self-intersection number is given by

M2
k = k2

(
1
2
ζQ(−1) + ζ ′

Q(−1)
)

with the Riemann zeta function ζQ(s).
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Products of modular curves

In this example we consider the arithmetic threefold H = X (1) ×Z X (1); we let p1,
respectively p2, denote the projection onto the first, respectively second, factor. The
divisor

D = p∗
1X (1) × p∗

2s∞ + p∗
1s∞ × p∗

2X (1)

induces a normal crossing divisor DR on HR. For k, l ∈ N, 12 | k, 12 | l, we define the
hermitian line bundle

L(k, l) = p∗
1Mk ⊗ p∗

2Ml.

It can be easily checked that the hermitian metric of L(k, l) is good along DR.

Theorem 7.61. Let H and L(k, l) be as above. Then, the arithmetic self-intersection
number of L(k, l) is well defined, and given by the formula

L(k, l)3 =
1
4
(k2l + l2k)

(
1
2
ζQ(−1) + ζ ′

Q(−1)
)

.

Proof. By Theorem 7.47, we have

ĉ1(L(k, l)) ∈ ĈH 1(H,Dpre);

this can also be checked directly. Letting π : H → Spec(Z) denote the structural mor-
phism, the arithmetic self-intersection number of L(k, l) is given by

L(k, l)3 = d̂eg(π∗ ĉ1(L(k, l))3),

which is well defined by Theorem 7.48. Using the properties of arithmetic Chow groups,
we derive the following identities in ĈH 3(H,Dpre)Q:

ĉ1(L(k, l))3 = (p∗
1 ĉ1(Mk) + p∗

2 ĉ1(Ml))3

=
3∑

j=0

(
3
j

)
p∗
1 ĉ1(Mk)j · p∗

2 ĉ1(Ml)3−j

=
2∑

j=1

(
3
j

)
p∗
1 ĉ1(Mk)j · p∗

2 ĉ1(Ml)3−j .

By means of formula (7.59), we find

ĉ1(L(k, l))3 =
(

3
2

)
([0,M2

k · a(p∗
1ω)] · p∗

2 ĉ1(Ml) + p∗
1 ĉ1(Mk) · [0,M2

l · a(p∗
2ω)]).

Applying Proposition 6.10, we obtain

ĉ1(L(k, l))3 = 3([0, M2
k · a(p∗

1ω ∧ p∗
2c1(Ml))] + [0,M2

l · a(p∗
1c1(Mk) ∧ p∗

2ω)]).
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Taking the push-forward of the latter quantity by π and applying the arithmetic degree
map, we finally obtain

L(k, l)3 =
3

(2πi)2

(
1
2
ζQ(−1) + ζ ′

Q(−1)
)

×
(

k2
∫

X(1)
(−ω)

∫
X(1)

c1(Ml) + l2
∫

X(1)
c1(Mk)

∫
X(1)

(−ω)
)

,

from which the claimed formula follows. �

Faltings heights of Hecke correspondences

Let N be a positive integer, and MN the set of integral (2 × 2)-matrices of determi-
nant N . Recall that the group SL2(Z) acts form the right on the set MN and that a
complete set of representatives for this action is given by the set

RN =

{
γ =

(
a b

0 d

) ∣∣∣∣∣ a, b, d ∈ Z; ad = N ; d > 0; 0 � b < d

}
.

The cardinality σ(N) of RN is given by

σ(N) =
∑
d|N

d,

where the sum is taken over all positive divisors d of N . Furthermore, we put

TN = {(z1, z2) ∈ H × H | ∃γ ∈ MN : z1 = γz2}.

This defines a divisor on X(1) × X(1), whose normalization is a finite sum of modular
curves X0(m) associated to the congruence subgroups Γ0(m) for m dividing N . These
curves are also referred to as the graphs of the Hecke correspondences. Denoting the
discriminant by ∆(z) and the j-function by j(z), the Hilbert modular form

sN (z1, z2) = ∆(z1)σ(N)∆(z2)σ(N)
∏

γ∈RN

(j(γz1) − j(z2))

has divisor TN . Since the Fourier coefficients of sN (z1, z2) are integral, it defines a section
of L(12σ(N), 12σ(N)); we put

TN = div(sN ) ⊆ H.

Theorem 7.62. The Faltings height of the Hecke correspondence TN with respect to
L(k, k) is given by the formula

htL(k,k)(TN ) = (2k)2
(

σ(N)
(

1
2
ζQ(−1) + ζ ′

Q(−1)
)

+
∑
d|N

d log(d)
24

− σ(N) log(N)
48

)
.
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Proof. Using Rohrlich’s modular Jensen’s formula, we obtain for any fixed z0 ∈ H∫
X(1)

log ‖sN (z, z0)‖
dx ∧ dy

4πy2

= −12σ(N)
(

1
2
ζQ(−1) + ζ ′

Q(−1)
)

+
1
12

∑
γ∈RN

log
(

‖∆(z)‖
‖∆(γz)‖

)
.

Since we have∏
γ∈RN

∆(z)
∆(γz)

= 1, Im
(

az + b

d

)
=

N

d2 Im z

((
a b

0 d

)
∈ RN

)
,

we obtain for the sum on the right-hand side

1
12

∑
γ∈RN

log
(

‖∆(z)‖
‖∆(γz)‖

)
=

1
12

log
∣∣∣∣ ∏

γ∈RN

∆(z)
∆(γz)

∣∣∣∣+ 1
2

∑
γ∈RN

log
(

d2

N

)
=
∑
d|N

d log(d) − 1
2
σ(N) log(N).

Writing z1 = x1 + iy1, z2 = x2 + iy2, and observing

c1(L(k, k))2 = −k2

2
dx1 ∧ dy1

y2
1

∧ dx2 ∧ dy2

y2
2

,

we find by means of Rohrlich’s formula

1
(2πi)2

∫
X(1)×X(1)

log ‖sN (z1, z2)‖ · c1(L(k, k))2

= k2
(

− 2σ(N)
(

1
2
ζQ(−1) + ζ ′

Q(−1)
)

+
1
6

∑
d|N

d log(d) − 1
12

σ(N) log(N)
)

.

Since sN defines a section of L(12σ(N), 12σ(N)) and log ‖sN (z1, z2)‖ is a basic pre-log-log
form, we obtain by Proposition 7.56 and the previous considerations

htL(k,k)(TN ) = d̂eg(ĉ1(L(k, k))2 | TN )

= d̂eg(π∗(ĉ1(L(k, k))2 · [TN , (c1(L(12σ(N), 12σ(N))), ˜− log ‖sN (z1, z2)‖)])

+ a(π#([− log ‖sN (z1, z2)‖ ∧ c1(L(k, k))2]X(1)×X(1))))

= d̂eg(π∗(ĉ1(L(k, k))2 · ĉ1(L(12σ(N), 12σ(N)))))

+
1

(2πi)2

∫
X(1)×X(1)

log ‖sN (z1, z2)‖ · c1(L(k, k))2

= 6k2σ(N)
(

1
2
ζQ(−1) + ζ ′

Q(−1)
)

+ k2
(

− 2σ(N)
(

1
2
ζQ(−1) + ζ ′

Q(−1)
)

+
1
6

∑
d|N

d log(d)− 1
12

σ(N) log(N)
)

.

�
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Remark 7.63. We point out that the same formula has been obtained independently
by Autissier [3]. His calculations, which are based on results of Kühn [58] and use Bost’s
theory of L2

1-singular metrics on arithmetic surfaces [9], are compatible with definition
(7.54). We also note that the arithmetic intersection numbers obtained via Bost’s L2

1-
theory applied to logarithmically singular metrics equal those in [58] and coincide with
those obtained by applying the theory developed here in the two-dimensional setting.

Arithmetic generating series

We put

T̂ (N) =

{
0, if N < 0,

[TN , gN ], if N > 0,

where
gN (z) = (2∂∂̄ log ‖sN (z1, z2)‖, ˜− log ‖sN (z1, z2)‖).

With the divisor D ⊆ H, we additionally put

T̂ (0) = − 1
24

ĉ1(L(12, 12)) +
1

8πy
[D, gD(z)] ∈ ĈH 1(H,Dpre)R,

where
gD(z) = (2∂∂̄ log ‖∆(z1)∆(z2)‖, ˜− log ‖∆(z1)∆(z2)‖).

With these ingredients we define the following generating series of arithmetic cycles

φ̂can(q) =
∑
N∈Z

T̂ (N)qN ∈ ĈH 1(H,Dpre)R ⊗ C((q));

here q = e2πiz.

Theorem 7.64. The generating series φ̂can is a non-holomorphic modular form with
values in ĈH 1(H,Dpre)R of weight 2 for SL2(Z).

Proof. We observe that

T̂ (N) = ĉ1(L(12, 12)) ·

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
0, if N < 0,(

− 1
24

+
1

8πy

)
, if N = 0,

σ(N), if N > 0.

Recall now that there is the non-holomorphic Eisenstein series E2(z) of weight 2 obtained
by means of Hecke’s convergence trick from the non-holomorphic Eisenstein series E2(z, s)
at s = 1; it has Fourier expansion

E2(z, 1) = − 1
24

+
1

8πy
+
∑
N>0

σ(N)qN .
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Therefore, we obtain

φ̂can(q) = ĉ1(L(12, 12)) ⊗ E2(z) ∈ ĈH 1(H,Dpre)R ⊗ A2(SL2(Z)),

where A2(SL2(Z)) denotes the space of non-holomorphic modular forms of weight 2 with
respect to SL2(Z). �

By Theorem 7.64 any linear functional on ĈH 1(H,Dpre)R applied to φ̂can gives rise to
a modular form of weight 2. As possible applications we present an integral version of
Borcherds’s generating series

ζ(φ̂can) = − 1
24

c1(L(12, 12)) +
1

8πy
D +

∑
N>0

TNqN ∈ CH(H)R ⊗ A2(SL2(Z)),

or the Hirzebruch–Zagier formula, which states that for any (1, 1)-form η, we have

[η]H∞(cl(ζ(φ̂can))) =
∑
N�0

(
1

2πi

∫
TN

η

)
qN ∈ A2(SL2(Z)).

In particular, we emphasize that choosing η = c1(L(12, 12)) yields a multiple of the Eisen-
stein series E2(z, 1).

We conclude by noting that according to Kudla’s conjectures there should also exist a
generating series related to the derivative of E2(z, s) at s = 1.
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53. J. Kramer, An arithmetic theory of Siegel–Jacobi forms, Habilitationsschrift, ETH
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Sup. 9 (1976), 309–377.

60. V. Maillot, Géométrie d’Arakelov des variétés toriques et fibrés en droites intégrables,
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