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ON APPROXTMATIONS AND STABILITY
IN STOCHASTIC PROGRAMMING*}

Peter Kall*¥)
ABSTRACT

It has become an accepted approach to attack stochastic programming pro-~
blems by approximating the given probability distribution in various
ways. After sketching one of these approaches f£for recourse problems,

the stability problem with respect to the probability measure, involved
with those approximations as well as with inexact information in applied

problems, is discussed for recourse and chance constrained models.

1. INTRCODUCTION

In mathematical programming we are used to deal with problems of the

type
min f{x)
s.t. gix}zo (1.1)
x& X,

where X ¢ R®, £:X -+ R and giX R’" are given and various assumptions are
imposed on X {(e.g. convexity, compactness, polyhedrality) and on £ and
g, respectively (e.g. continuity, convexity, differentiakility, 1li-
nearity). The crucial hypothesis for dealing with (1.1) is that f and g
are gilven deterministic functions. Since the constraints g(x)z0 in (1.1)
in applications mean, for instance, production reguirements, capacity
restrictions etc., in many cases the constraint functions are very like-~

ly to be affected by a random parameter &£. A similar observation can be

%} Part of this work was accomplished at the MRC, University of
Wisconsin-Madiscon and sponsored by the National Science
Foundation under Grant No. DCR-8502202. The author greatly
appreciates the hospitality and support extended by these
institutions.
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Weinbergstrasse 359
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STABILITY IN TWO-STAGE STOCHASTIC PROGRAMMING

Stephen M. Robinson
University of Wisconsin-Madison

and
Roger J.-B. Wets

International Institute for Applied Systems Analysis (IIASA)
and University of California, Davis

ABSTRACT
We analyze the effect of changes in problem functions and/or distributions
in certain two-stage stochastic programming problems with recourse. Under
reasonable assumptions the locally optimal value of the perturbed problem will
be continuous and the corresponding set of local optimizers will be upper
semicontinuous with respect to the parameters (including the probability

distribution in the second stage).

AMS(MOS) Subject Classifications: 90C42, 90C31
Short Title: STABILITY IN TWO-STAGE STOCHASTIC PROGRAMMING
Keywords: Stochastic programming, recourse, stability, sensitivity analysis,

weak convergence.
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8542328, and the United States Army under Contract No. DAAG29-80-C-0041. An
earlier version of this work was presented by invitation at the IIASA’Workshop
on Numerical Methods for Stochastic Optimization, December 1983.
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A NOTE ON QUANTITATIVE STABILITY RESULTS
IN NONLINEAR OPTIMIZATION

Non-Linear
Parametric Optimization

Diethard Klatte

Abstracts In this note we analyze the quantitative stability
behevIor of the (local) optinal value function and of Losel tnd
global minimizers in nonlinear optimization problems depending
on paraneters, Our purpose is to point out which information
and conditions are really essentiel to ensure Hilder or Lip-
schitz oontinuity of local minimizers end infima,

by B. Bank, J. Guddat, D. Klatte, B. Kummer, and K. Tammer

Convergence of

1. Introduction

1l1 ith 5 fi
Probability Measures L fem
Throughout' the: paper we consider an abstract optimization problen
depending on & perameter te T,
2(t): 2(x,t) — mn, s, x€H(t),
where T is a metric space with distance function d(+,+), N is a
Patrick Bilingsley cloged-valued multifunction from T to R, and f: RPx T —»R

is a funotion continuous on R"x T, Given Q<R we set for teT,
Ho(t) &= M(t)ncl g,
olt) = inf {2(x,%) / xel(t)]
(optimel value function w.r. to ol Q),

Yol8) 1= fxem(®) / 2(x,) = po(v)]
(optimel set mapping w.r. to cl Q),

Departments o Staisics and Matbentics
The Unicersty of Chicago

where "cl" stands for closure, : "

The: £ollowing notion plays & cruciel role in analyzing the

stability of local minimizing sets, see the discussions in

Robinson /9/ and Klatte /4/, Given P(t°) for fixed t=t%, a

nonempty set X <&” is called & striet local minimizing set (sbbre-

viated SLM set) for £(,,t°) on M(t%) if there is en open set

QOX such that X = %(t"). In Robinson's terminology /9/ such

sets axe called complete locel minimizing sets, Typical examples

of SIM sets are the following:

(1) X=Ypn (t°) - the set of global mininizers of R(t°), if
X4 0.

(11) X = {s] , vhere z 1s a strict local minimizer of B(1%),

JOHN WILEY & SONS, New York + Chichester + Brisbane * Toronto

Akademie-Verlag - Berlin




Weak convergence of probability measures in P(R%):

P, =" P ift  lim [ f(§)Pa(dE) = Rdf(ﬁ)P(df) (Vf € Gy(R?))

n—o00 Jpd

Metrization:
Prokhorov metric:

p(P,Q) =inf {e > 0: P(A) < Q(A) + ¢ for all closed A C Rd},
where A° = {y € R?: d(y, A) < e} is the open e-enlargement of A.

Dudley’s bounded Lipschitz metric:

B(Pa Q) - dBL(P7 Q) = Sup

IfllBr.<1

FOP@E) ~ | 1Pl

Rd

where BL(RY, R) is the linear space of real-valued bounded and Lipschitz con-
tinuous functions on R? with norm

| fllsL = sup | f(&)| + sup f(§) — Jf(f)‘
£€Rd f’gi[?d ||§= _ 5”



Properties:

e 2(p(P,Q)) < B(P,Q) < 20(P,Q), VP, Q € P(R)

e P, —" P and F uniformly bounded and equicontinuous implies

lim sup
n—oo fEJ—"

rerie - [ forag| -o

Rd

o P, =" P implies limsup, .. B,(A) < P(A) if A C R?is closed.
P, =" P implies lim,,_,~, P,(A) = P(A) if Ais closed and P(0A) = 0.

Problems: Continuity properties of the mappings
o P [o4 f(E)P(d) if f is locally Lipschitz continuous on RY.

o P — [oada(§)P(dE) = P(A) if A belongs to a subclass of all convex
subsets of R?.



We consider the stochastic program

i {/_ fole, )P(E) -z € X} |
With v(P) and S(P) denoting its optimal value and solution set it holds
/foxs (@)~ [ ilw6)Q ds‘
0#5@Q) € S(P) (Sup/foxf (@)= [ w6 de

reX
where X is assumed to be compact, () is a probability distribution approximating
P and U p is the growth function of the objective near the solution set, i.e.,

Up(t) := inf {/:fo(x,ﬁ)P(d@ —v(P):x e X,d(zx,S(P)) > t}.

Hence, the distance dr with F := {fo(z, ) : * € X} becomes important

[ rerae - [ f(é)@(d€)|-

[o(P) —v(Q)] < sup
reX

dr( = sup
feF




Two-stage stochastic programs:

win{ (e:2) + | @(a(€). () - TODP(E) € X |

where ¢ € R™, = and X are polyhedral subsets of R? and R™, respectively, P
is a probability measure on = and the s x m-matrix T(-), the vectors ¢(-) € R™
and h(-) € R? are affine functions of &.
The function ® denotes the parametric infimum function of the linear second-
stage program
P(u,t) =inf {{u,y) : Wy=t,y e Y},

which is finite and continuous on D x W (Y"), where D is the dual feasibility set

D={ueR": {zeR:W'z—ueY*"} #£0},
where W is the s x ™ recourse matrix, W' the transposed of W and Y* the
polar cone to the polyhedral cone Y in R™.

The function ® is concave-convex polyhedral, hence, locally Lipschitz continuous
with linearly growing local Lipschitz moduli on D x W (Y') and it holds

i=P@ < (1+ [ 1P +QI) 5RO (> 1)
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ESTIMATES FOR OPTIMAL SOLUTIONS OF APPROXIMATIONS IN
STOCHASTIC LINEAR PROGRAMMING WITH RECOURSE

Ridiger Schultz, Humboldt-Universitdt, Sektion Mathematik,
DDR-1086 Berlin, PSF 1297

Starting from known quantitative stability results con=~
cerning optimal values of stochastic programming problems
we derive convergence rates for optimal solution points
of approximations {e.g. via conditional expectations) in
stochastic linear programming with recourse.

Special attention is paid to the case of simple recourse.



Mathematical Programming 50 (1991} 197226 197
North-Holland

Distribution sensitivity in stochastic
programming

Werner Rémisch and Riidiger Schultz

Sektion Math k, L Gt Berlin, O-1086 Berlin, Germiany

Received 31 December 1987
Revised manuseript received 20 June 1989

In this paper, stochastic programming problems are viewed as parametric programs with respect 1o the
probability distributions of the random coeflicients. General results on quantitative stability in parametric
optimization are used to study distribution sensitivity of stocl programs. For recourse and chance
constrained models quantitative continuity results for optimal vatues and optimal solution sets are proved
{with respect to suitable metrics on the space of probability distributions). The results are useful to study
the effect of approximations and of incomplete information in stochastic programming.

AMS 1980 Subject Classifications: 90C15, 90C31.

Key words: Stochastic programming, guantitative stability, recourse problem, chance constrained prob-
lem, probability metric.

1. Introduction

In the present paper we study the behaviour of stochastic programming problems
with respect to (small) perturbations of the underlying probability distributions.
Emphasis is placed on quantitative stability results for optimal values and sets of
optimal solutions to stochastic programs. To explain our aim, let us consider the
following rather general stochastic programming mode)

min{J‘ Sz, x)p(dz): xeR™, u({z€ Z: xe X(z)})?[)”} (1.1)

where Z <R" is a Borel set, f is a function from Z xR"™ to R, X is a set-valued
mapping from Z into R™, pae[0,1] is a prescribed probability level and u is a
probability distribution on Z. Note that stochastic programs with (linear and quad-
ratic) recourse (cf. (3.3) and (3.4)) and programs with probabilistic (or chance)
constraints (cf. (5.1)) fit into (1.1).

Motivated by a number of applications, it seems particularly desirable to establish
the stability of stochastic programs with respect to perturbations of the underlying
distribution u in the sense of the topology of weak convergence on %(Z) — the

This research was presented in parts at the 4th International Conference on Stochastic Programming

held in Prague in September 1986.
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DISTRIBUTION SENSITIVITY FOR
A CHANCE CONSTRAINED MODEL
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Werner Romisch
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Distribution Sensitivity for Certain Classes
of Chance-Constrained Models
with Application to Power Dispatch'?

W. RomiscH® anp R. Scnurrz?

Communicated by A. V. Fiacco

Abstract. Using results from parametric optimization, we derive for
chance-constrained stochastic programs quantitative stability properties
for locally optimal values and sets of local minimizers when the underly-
ing probability distribution is subjected to perturbations in a metric
space of probability measures. Emphasis is placed on verifiable sufficient
conditions for the constraint-set mapping to fulfill a Lipschitz property
which is essential for the stability results. Both convex and nonconvex
problems are investigated. For a chance-constrained model of power
dispatch, where the power demand enters as a random vector with
incompletely known probability distribution, we discuss consequences
of our general results for the stability of optimal generation costs and
optimal generation policies.

Key Words. Parametric optimization, chance-constrained stochastic
programming, sensitivity analysis, optimal power dispatch.

1. Introduction

To ensure a certain level of reliability for the solutions to optimization
problems containing random data, it has become an accepted approach to

"The authors thank P, Kleinmann (formerly with the Humboldt-Universitit, Berlin, Germany)
for his active cooperation in designing the power dispatch model and J. Mayer (MTA
SZTAKI, Budapest, Hungary) for his insight into energy optimization. Further thanks are
due to the referees for their constructive criticism.

*This research was developed in the course of a contract study between the International
institute for Applied Systems Analysis, Laxenburg, Austria and the Humboldt-Universitét,
Berlin, Germany.

3Associate Professor, Humbeldt-Universitiit, Sektion Mathematik, Berlin, Germany.
“Research Assistant, Humboldt-Universitit, Sektion Mathematik, Berlin, Germany.

L0



bg . Rovich

FIFTH INTERNATIONAL

CONFERENCE

ON

STOCHASTIC PROGRAMMING

* ok ok ok ok ok ok ok ok k ok ok *k k *

FINAL PROGRAM

* ok ok ok ok ok ok ok ok ok ok ok ok kX

Ann Arbor, Michigan, USA
August 13-18, 1989

Sponsors:

The National Science Foundation

IBM Corporation

AT&T

Operations Research Society of America

The Institute of Management Sciences

Department of Industrial and Operations Engineering and
College of Engineering, The University of Michigan

The Committee for Stachastic Proerammine Mathematical Programminge Societv



Multisage Stochastic Optimization

R.T. Rockafellar
University of Washington

Most of the computational efforts so far in stochastic
programming have revolved around two-stage models, but
problems with more than two stages have been studied the-
oretically and will surely be of increasing interest. Major
challenges are to set up the problem structure so as to be

ble to tation, and to und d the connec-
tions with the models offered in dynamic programming and
stochastic control. This talk will report on joint work in these
directions with Roger Wets.

For problems akin to multistage linear or convex pro-
gramming, duality can be developed in the form of saddle
point i of optimal sol Such a rep
tation opens up new numerical approaches for which experi-
ments are now going on. The associated dual problem has a
dynamical structure that goes backward in time. The most
interesting feature is that in order to bridge between stochas-
tic programming, as conceived until now, and other forms of
dynamic stochastic optimization, one needs to introduce both
primal and dual information structures.

The primal inform: T expresses limitati
on how decisions can be made in the primal problem, while
the dual information structure expresses limitations on how
costs can be charged and therefore on the way prices can
evolve. The underlying idea is that the costs added at time
t may be based on more information than is available for
making the decision that is necessary in the primal problem
at time t, or it may necessarily be based on less. The latter
case corresponds to a primal int structure involving
conditions on the expected values of certain quantities.

Stability Analysis for Stochastic Programs

W. Rémisch and R. Schultz
Humboldt-Universitat Berlin

This paper continues our (quantitative) stability analysis
for stochastic programs both with (linear) complete recourse
and with probabilistic constraints. We study the effect of

4 RN o

bility measures for which (quantitative) stability results can
be proved. The central result asserts upper semicontinuity of
(local) minimizing sets at the (unperturbed) distribution and
a Lipschitz property of (locally) optimal values at both with
respect to the metric alpha. Emphasis is placed on establish-
ing verifiable i ditions for stability. Especially, we
consider first the case, where JL satisfies a convexity property,
and secondly the case of one differentiable (joint) probabilis-
tic constraint. Finally we point out that the results apply to
a number of practical models known from the literature.

Parallel Decomposition of Linear Stochastic Control Prob-
lems

Andrzej Ruszczyiski
Wydzial Elektroniki, Institut Automatyki, Warsaw, Poland

‘We consider a finite horizon linear stochastic control problem
with discrete time, described by the equations

2y = Arzi—1 + Bawe ¥ de, =y o 5 Th

where Ty denotes the state vector, Ut is the control vector
and 8¢ = (A, B, de), t=1,. .. , T, is a sequence of dis-
cretely distributed random variables. We assume that at each
time instant t we observe s¢. The problem is to determine
the policy u;(s,_l,sl,,..,st) so as to satisfy additional
constraints

(u,ze) € Xey t =1,...,T)

where X{ is a convex polyhedron, and to minimize the func-
tional

T
E{Z ci&y + qethe

t=1

To this end we define a tree of subproblems, corresponding to
the tree of realizations of the process 8¢. In each subproblem
we minimize in U; a local cost function composed of the cor-

per of the underlying p on
the optimal value and optimal solution set.

For linear stochastic programs with complete recourse
and random right-hand sides we show that, under reason-
able assumptions on the data and the original distributi

ding parts of the objective and of an estimate of the
cost-to-go function at the current stage. The subproblems
generate cutting planes for improving the estimates used by
their predecessors and trial points used as previous states by

the Hausdorff distance of the solution sets behaves (locally)
Holder continuous at j4 (with exponent 1 /2) with respect to
a Wasserstein metric on the space of p babili

their
We show that the subproblems can operate in a parallel and
asynchronous mode and that the whole method is finitely

Examples show that this result becomes wrong when the con-
straint set is no longer polyhedral and that the exponent 1/2
is optimal. A key part in our approach is to derive condi-
tions under which complete recourse functionals are C(1,1)
and strongly convex. The conditions for strong convexity
consist of an i play between i i on the
complete recourse matrix and analytical assumptions on the
density of p. These conditions are verified for recourse func-
tionals with separability structure and for certain recourse
functionals which are non- separable.

For stochastic programs with several joint probabilistic
constraints we identify a suitable probability metric alpha
(a so-called discrepancy) on the space of all (Borel) proba-

under the that the problem is bounded.
We diseuss the use of regularization in the subproblems and
its impact on behavior of the method. Finally we show on a
simple example that our parallel method can be substantially
faster than any serial algorithm based on nested decomposi-
tion.

c of Infima, Especially Stochastic Infima
Gabriella Salinetti and Roger J-B Wets

“La " di Roma/U of California-

Davis

We analyze the convergence of optimal values and solu-
tions of a of a of imizati 1
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STABILITY ANALY

1S FOR STOCHASTIC PROGRAMS

Werner ROMISCH and Riidiger SCHULTZ
Humboldt-Universitdt Berlin, Sektion Mathematik, P.O. Box 1297, D-1086 Berlin, Germany

For stochastic programs with recourse and with (several joint) probabilistic constraints,
respectively, we derive quantitative continuity properties of the relevant expectation func-
tionals and constraint set mappings. This leads to qualitative and quantitative stability results
for optimal values and optimal solutions with respect to perturbations of the underlying
.probability distributions. Earlier stability results for stochastic programs with recourse and
for those with probabilistic constraints are refined and extended, respectively. Emphasis is
placed on equipping sets of probability measures with metrics that one can handle in specific
situations. To illustrate the general stability results we present possible consequences when
estimating the original probability measure via empirical ones.

Keywords: Stochastic programs with recourse, stochastic programs with probabilistic con-
straints, distribution sensitivity, probability metrics.

1. Introduction

When formulating a stochastic programming model, one tacitly assumes the
underlying probability distribution to be given. In practical situations, however,
this is rarely the case; moreover, one often has to live with incomplete informa-
tion and approximations. Furthermore, also under full information about the
underlying distributions one is led to approximations, since exact computation of
expectations and probabilities typically arising in stochastic programming is
beyond the present numerical capabilities for a large class of distributions (e.g.
multivariate continuous ones). These circumstances motivate a stability analysis
for optimal values and optimal solutions to stochastic programs with respect to
perturbations of the underlying probability distributions (cf. [10,17,31,33,43]). In
the present paper, we pursue this for two basic problem- classes in stochastic
programming — for stochastic programs with recourse and for stochastic pro-
grams with probabilistic (or chance) constraints. We lay stress on structural
properties of expectation functionals and of certain multifunctions defined by
probabilities, on implications of these properties with respect to stability, on a
proper selection of metrics in spaces of probability measures to guarantee the
structural properties, on the one hand, and to be able to compute (or to estimate)
distances of probability measures in specific situations, on the other hand.

© ).C. Baltzer A.G. Scientific Publishing Company
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Strong Convexity and a Regularization Scheme for Two-Stage Stochastic Programs

Ridiger Schultz
Humboldt-Universitdt Berlin
Fachbereich Mathematik

Abstract:

We investigate the structure of two-stage stochastic programs with linear
complete recourse, random right-hand sides and random technology matrix.
Emphasis is placed on sufficient conditions to end up with strong convexity of
the expected-recourse functional. The latter leads to a good conditioning of the
model (the solution set is non-empty and a singleton) and has consequences for
the stability behaviour of the optimal solutions when perturbing the underlying
probability distribution. The sufficient conditions for strong convexity are
developed from structural results for two-~stage models with random right-hand
side and fixed technology matrix. As a by-product of our analysis we obtain a
scheme to regularize (by artificial randomization) stochastic programs with fixed
technology matrix.
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CONTINUITY AND STABILITY IN TWO-STAGE
STOCHASTIC INTEGER PROGRAMMING

Ridiger Schultz
Humboldt-Universitat zu Berlin
Fachbereich Mathematik
PSF 1297, D-1086 Berlin

ABSTRACT: For two-stage stochastic programs where the optumzatlon problem
in the second stage is a mixed-integer linear program continuity of the expectation
of second-stage costs jointly in the first—stage strategy and the mtegratmg proba—
bility measure is derived. Then, regarding the two-stage stochastic program as a
parametric program with the underlying probability measure as parameter, conti-
nuity of the locally optimal value and upper semicontinuity of the correspondmg
set of local solutions are established.

1 Introduction

In this paper, we will analyse parameter dependent two-stage stochastlc optimiza-
tion problems of the type i

P(n) min{f(z) + Q(z,n) : z € C},
where

Qz,p) = R/ ®(z - Az)u(dz) (1.1)
and :

3(b) = min{¢"y +¢"y' : Wy+W'y'=b, 4’ >0, y >0, y € Z°} (12)

Here we assume that f is a continuous real-valued function on R™, C.C R™ :

non-empty, closed, z € R’, A € L(R™,R*), g € R%, ¢ € RY, W € L(R’ RY),
W' e L(R*,R’), b € R". By Z® we denote ‘the subset of:vectors in: R? having
only integral components. Throughout, we assurne that W and W' are rational
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Mixed-integer two-stage stochastic programs:

min {te.a) + [ 2(a(6)1(©) ~ T(©a)Plag) s € X |,
where ® denotes the parametric infimal function of the second-stage program

®(u,t) = inf {{u1, y1) + (u2, y2) : Wiyr + Waye < t,y1 € R™, yp € Z™}

for all (u,t) € R™*™™2 x R* and ¢ € R™, a closed subset X of R™, (s,mq) and (s, ms)-
matrices W and W, affine functions T'(§) € R¥*™, ¢(¢) € R™*™2 h(£) € R® and a
probability measure P on R?. We introduce

T = {t €R": J(y1,y2) € R™ x Z" such that Wiy, + Woys < t}
U = {u = (up,up) € R™T™2 . Jy € R” such that W, v = uy, W, v = ug} :

the primal and dual feasible right-side sets and assume:
(B1) The matrices W, and W5 have only rational elements.
(B2) The cardinality of the set

U {yg € 7™ : dy; € R"™ such that Wiy, + Ways < t}

teT
is finite, i.e., the number of integer decisions is finite.
Proposition:
Assume (B1) and (B2). The function ® is finite and lower semicontinuous on & x T and
there exists a finite decomposition of I/ x T consisting of Borel sets U, x B,, v € N, such
that their closure is convex polyhedral and @ is bilinear in (u,t) on each U, x B,. ® may
have kinks and discontinuities at the boundaries of U, x B,,.



Example: (SchultzStougie-van der Vierk 98)

m=d=s=2 m; =0, m2:4,C=(0,0>,X:[075]21

h(€> — €1 Q(€> = q = (_167_197 —237 _28>’ Yi € {071}' 1 = 17273741
P ~U(5,10,15} (discrete)

Second stage problem: MILP with 1764 binary variables and 882 constraints.
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RATES OF CONVERGENCE IN STOCHASTIC PROGRAMS WITH
COMPLETE INTEGER RECOURSE*

RUDIGER SCHULTZ!

Abstract. The stability of stochastic programs with mixed-integer recourse and random right-
hand sides under perturbations of the integrating probability measure is considered from a quantita-
tive viewpoint. Objective-function values of perturbed stochastic programs are related to.each other
via a variational distance of probability measures based on a suitable Vapnik-Cervonenkis class of
Borel sets in a Euclidean space. This leads to Hélder continuity of local optimal values. In the
context of estimation via empirical measures the general results imply qualitative and quantitative
staternents on the asymptotic convergence of local optimal values and optimal solutions.

Key words. stochastic integer programming, parametric integer programming, Holder conti-
nuity, stability, variational distance of probability measures, Vapnik~Cervonenkis class, law of the

iterated logarithm

AMS subject classifications. 90C15, 90C11, 90C31

1. Introduction. Consider the following two-stage stochastic integer program:

) win{ f(z) + Q(z, 1) : 2 € CY,

where

) Qo) = [ @ - Anjuaz)
-

and

(3) () = minfgTy +¢TY Wy+ W'y =b, ' 20, y >0,y €R*, y e Z°}.
y

Generally, we assume that f : R™ — R is continuous; C' C R™ nonempty, closed;
g € R% ¢ € R¥; that W € L(R%,R®), W’ € L(R*,R®) are matrices with rational
entries; and that u belongs to P(R®), the set of all Borel probability measures on R®.
Throughout, Z denotes the set of integers.

The model (1) arises from a minimization problem with uncertain constraint pa~
rameters whose realizations are not known when having to fix the (first-stage) decision
variable z. Infeasibilities b occurring after the realization of the uncertain parameters
can be compensated at cost ®(b) by the second-stage optimization procedure (3).
Altogether, (1) aims at finding a first-stage decision 2 such that the sum of the first-
stage costs f(z) and the expected compensation (or recourse) costs Q(z, 1) become
minimal. Of course, for the latter to be well defined one needs (at least) a probability
distribution of the uncertain parameters.

The above model essentially differs from traditional two-stage stochastic programs
(cf. [12], [40)) by the integrality constraints in the second stage. Whereas integrality
in the first stage can be dealt with by fairly conventional means [41], its presence in
the second stage is much more cumbersome since the integrand @ in (2) is discontinu-
ous. However, there are several examples in the literature showing that integrality of

* Received by the editors July 25, 1994; accepted for publication (in revised form) June 9, 1995.
This research was supported by the Schwerpunktprogramm “Anwendungsbezogene Optimierung und

Steuerung” of the Deutsche Forsct insck Parts of the paper were written while the author
was an assistant at the Department of M. ics at Humboldt Uni ity, Berlin.
+ Konrad Zentrum flir Infor i hnik Berlin, Tak 7, D-14195 Berlin, Germany

(schultz@zib.de).
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