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Abstract

We will discuss recent results on asymptotically efficient estimation
of smooth functionals of covariance operator Σ of a mean zero Gaussian
random vector X in a separable Hilbert space H based on n i.i.d. observa-
tions of X. This includes such functionals as linear forms of eigenvectors
of Σ (principal components) and more general functionals of the form
〈f(Σ), B〉, where f is a smooth function in real line and B is a given
operator with nuclear norm bounded by a constant. It is of interest to
study the problem of efficient estimation of such functionals in a high-
dimensional framework, where the dimension d of space H is allowed to
grow with n and the goal is to determine the degree of smoothness of func-
tion f needed for efficient estimation of 〈f(Σ), B〉 depending on the rate of
growth of d. The problem could be also studied in the case when the space
H is infinite-dimensional and the complexity of covariance estimation is
characterized by so called effective rank r(Σ) of unknown covariance. The
development of asymptotically efficient estimators in such problems is
based on new bias reduction methods and it rely on a variety of proba-
bilistic and analytic tools including concentration inequalities for sample
covariance operators, bounds on the remainder of Taylor expansions for
operator functions as well as methods of approximate solution of integral
equations on the cone of positively semi-definite self-adjoint operators.

The lectures will be mostly based on paper [8] with some results from
papers [2-4] as well as preliminaries on operator theory [1] also discussed.
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