# Lecture 4: <br> Kernel-based methods for bandit convex optimization 

## Sébastien Bubeck

Machine Learning and Optimization group, MSR AI

## Microsoft ${ }^{\text {t }}$ Research

## Kernel-based methods

Notation: $\langle f, g\rangle:=\int_{x \in \mathbb{R}^{n}} f(x) g(x) d x$. The expected regret with respect to point $x$ can be written as $\sum_{t=1}^{T}\left\langle p_{t}-\delta_{x}, \ell_{t}\right\rangle$.
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- Erdős 1939: $\exists \infty$ of singular $\lambda \in(0,1 / 2)$.
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## What is left to do?

Summarizing the discussion so far, let us play from $K_{t} p_{t}$, where $K_{t}$ is the kernel described above (i.e., it "mixes in" the core of $p_{t}$ ) and $p_{t}$ is the continuous exponential weights strategy on the estimated losses $\widetilde{\ell}_{s}=\ell_{s}\left(x_{s}\right) \frac{K_{s}\left(x_{s}, \cdot\right)}{K_{s} p_{s}\left(x_{s}\right)}$ (that is $d p_{t}(x) / d x$ is proportional to $\left.\exp \left(-\eta \sum_{s<t} \widetilde{\ell}_{s}(x)\right)\right)$.
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Using the classical analysis of continuous exponential weights together with the previous slides we get for any $q$,

$$
\begin{aligned}
\mathbb{E} \sum_{t=1}^{T}\left\langle K_{t} p_{t}-q, \ell_{t}\right\rangle & \leq \frac{1}{\lambda} \mathbb{E} \sum_{t=1}^{T}\left\langle K_{t}\left(p_{t}-q\right), \ell_{t}\right\rangle \\
& =\frac{1}{\lambda} \mathbb{E} \sum_{t=1}^{T}\left(\left\langle p_{t}-q, \widetilde{\ell}_{t}\right\rangle\right) \\
& \leq \frac{1}{\lambda} \mathbb{E}\left(\frac{\operatorname{Ent}\left(q \| p_{1}\right)}{\eta}+\frac{\eta}{2} \sum_{t=1}^{T}\left\langle p_{t},\left(\frac{K_{t}\left(x_{t}, \cdot\right)}{K_{t} p_{t}\left(x_{t}\right)}\right)^{2}\right\rangle\right)
\end{aligned}
$$

## Variance calculation

All that remains to be done is to control the variance term $\mathbb{E}_{x \sim K p}\left\langle p, \widetilde{\ell}^{2}\right\rangle$ where $\widetilde{\ell}(y)=\frac{K(x, y)}{K p(x)}=\frac{K(x, y)}{\int K\left(x, y^{\prime}\right) p\left(y^{\prime}\right) d y}$. More precisely if this quantity is $O(1)$ then we obtain a regret of $\widetilde{O}\left(\frac{1}{\lambda} \sqrt{n T}\right)$.
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Observe also that, with $c$ denoting the core of $p$, one always has $K(x, y)=K \delta_{y}(x)=\operatorname{cst} \times c\left(\frac{x-\lambda y}{1-\lambda}\right)$. Thus we want to bound w.h.p w.r.t. $x \sim K p$,

$$
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$$

## Variance calculation heuristic

Control w.h.p w.r.t. $x \sim K p$,

$$
\sup _{y, y^{\prime} \in \operatorname{supp}(p)} c\left(\frac{x-\lambda y}{1-\lambda}\right) / c\left(\frac{x-\lambda y^{\prime}}{1-\lambda}\right) .
$$

## Variance calculation heuristic

Control w.h.p w.r.t. $x \sim K p$,

$$
\sup _{y, y^{\prime} \in \operatorname{supp}(p)} c\left(\frac{x-\lambda y}{1-\lambda}\right) / c\left(\frac{x-\lambda y^{\prime}}{1-\lambda}\right)
$$

Let us assume

1. $p=\mathcal{N}\left(0, \mathrm{I}_{n}\right)$ (its core is $\left.c=\mathcal{N}\left(0, \frac{\lambda}{2-\lambda} I_{n}\right)\right)$.

## Variance calculation heuristic

Control w.h.p w.r.t. $x \sim K p$,

$$
\sup _{y, y^{\prime} \in \operatorname{supp}(p)} c\left(\frac{x-\lambda y}{1-\lambda}\right) / c\left(\frac{x-\lambda y^{\prime}}{1-\lambda}\right) .
$$

Let us assume

1. $p=\mathcal{N}\left(0, \mathrm{I}_{n}\right)$ (its core is $\left.c=\mathcal{N}\left(0, \frac{\lambda}{2-\lambda} I_{n}\right)\right)$.
2. $\operatorname{supp}(p) \subset\{y:|y| \leq R=\widetilde{O}(\sqrt{n})\}$

## Variance calculation heuristic

Control w.h.p w.r.t. $x \sim K p$,

$$
\sup _{y, y^{\prime} \in \operatorname{supp}(p)} c\left(\frac{x-\lambda y}{1-\lambda}\right) / c\left(\frac{x-\lambda y^{\prime}}{1-\lambda}\right) .
$$

Let us assume

1. $p=\mathcal{N}\left(0, I_{n}\right)$ (its core is $\left.c=\mathcal{N}\left(0, \frac{\lambda}{2-\lambda} I_{n}\right)\right)$.
2. $\operatorname{supp}(p) \subset\{y:|y| \leq R=\widetilde{O}(\sqrt{n})\}$

Thus our quantity of interest is

$$
\begin{aligned}
& \exp \left(\frac{2-\lambda}{2 \lambda}\left(\left|\frac{x-\lambda y^{\prime}}{1-\lambda}\right|^{2}-\left|\frac{x-\lambda y}{1-\lambda}\right|^{2}\right)\right) \\
& \leq \exp \left(\frac{1}{(1-\lambda)^{2}}\left(4 R|x|+2 \lambda R^{2}\right)\right)
\end{aligned}
$$

Finally note that w.h.p. one has $|x| \lesssim \lambda R+\sqrt{\lambda n \log (T)}$, and thus with $\lambda=\widetilde{O}\left(1 / n^{2}\right)$ we have a constant variance.

## A reduction to the Gaussian case

We reduce to the Gaussian situation by observing that taking $Z$（in the definition of the kernel）to be the core of a measure convexly dominated by $p$ is sufficient（instead of taking it to be directly the core of $p$ ），and furthermore one has：
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Unfortunately assumption 2 brings out a serious difficulty: it forces the algorithm to focus on smaller and smaller region of space. What if the adversary makes us focus on a region only to move the optimum far outside of it at a later time?

Idea: if the estimated optimum is too close to the boundary of the focus region then we restart the algorithm (similar idea appeared in Hazan and Li 2016).

To be proved: negative regret at restart times (indeed the adversary must "pay" for making us focus and then move out the optimum). Technically this negative regret can come from a large relative entropy at some previous time.

Challenge: avoid the telescopic sum of entropies. For this we use a last idea: every time the focus region changes scale we also increase the learning rate.
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$$
\left.K_{t}(x, y)=N_{t}^{\prime}\left(\frac{x-\lambda y}{1-\lambda}\right) \propto \exp \left(-\frac{n}{\lambda}\|x-\lambda y\|_{p_{t}}^{2}\right)\right)
$$

- Sample $X_{t} \sim p_{t}$ and play $x_{t}=(1-\lambda) N_{t}^{\prime}+\lambda X_{t} \sim K_{t} p_{t}$.
- Update the exponential weights distribution:

$$
p_{t+1}(y) \propto p_{t}(y) \exp \left(-\eta_{t} \widetilde{\ell}_{t}(y)\right)
$$
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(note that $\left\|x_{t} / \lambda\right\| \approx 1 / \sqrt{\lambda}$ and the standard deviation of the above Gaussian is $\approx 1 / \sqrt{n \lambda}$ ).
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- Restart business: check if adversary is potentially moving out of focus region (if so restart the algorithm), check if updating the focus region would change the problem's scale (if so make the update and increase the learning rate multiplicatively by $\left.\left(1+\frac{1}{\bar{O}(\operatorname{poly}(n))}\right)\right)$.

