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1. Let X be a Rademacher random variable, i.e. P(X = —1) =P(X =1) =1/2.
Show that X € SG(1).

2. Let X be a real-valued random variable.

(a) Show that if X € SG(0?), then X2 € SE(20?).

(b) Show that if X € SG(0?), then X — EX € SG(20?).
(Hint: use Jensen’s inequality.)

(c) Show that if E[X] = 0 and X% € SE(u), then there exists an absolute
constant C' > 0 such that X € SG(Cp).

(d) Show that if X € SE(u), then there exists an absolute constant C' > 0
such that X —EX € SE(Cpu).

3. (Hoeffding’s lemma). Let X be a random variable with E[X]| = 0, taking values
in the bounded interval [— K, K], where K > 0.

(a) Use the convexity of z — e“* to show that

K—9§ K+§
e" < 76_“1( + %e“K for every |d] < K.

(b) Deduce that
E[e"X] < (e™K 4 evF) /2 < e IK°/2 for every u € R.
Thus X € SG(K?).
4. Suppose that X € SG(0?). Show that
E[|X|¥] < (20%)*/2kT(k/2)

for all integers k > 1, where I'(-) denotes the Gamma function defined
by ['(z) = [°t*"le7'dt, « > 0. (Hint: apply the formula E[|X|*] =
Jo° kt*1P(|X| > t)dt.) Deduce that there exists an absolute constant C' > 0
such that (E[|X|*])/* < CVko for all integers k > 1.

Conversely, suppose that X is a centered random variable such that for some
constant o > 0,

E[X["N* < Vo
for all integers & > 1. Show that there exists an absolute constant C' > 0 such
that X € SG(Co?). (Hint: By the dominated convergence theorem, we have
E[e*X] =1+ Y52, u"E[X*]/kL)



