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1. A linear map P : Rp → Rp is called orthogonal projection if (i) P is idempotent,
i.e. P 2 = P and (ii) P is self-adjoint, i.e. 〈Pu, v〉 = 〈u, Pv〉 for all u, v ∈ Rp.

(a) Let P be an orthogonal projection and ImP = {Pu : u ∈ Rp} be the
image of P . Show that 〈u − Pu, v〉 = 0 for all u ∈ Rp and v ∈ ImP .
Deduce that ‖u− Pu‖2 ≤ ‖u− v‖2 for all u ∈ Rp and v ∈ ImP .

(b) Given a d-dimensional subspace V of Rp, there is a unique orthogonal pro-
jection P with ImP = V . If v1, . . . , vd is an orthonormal basis of V , it can
be written (in matrix form) as P =

∑
j≤d vjv

T
j = (v1 · · · vd)(v1 · · · vd)T .

2. (Best affine approximation). Let X1, . . . , Xn ∈ Rp. Consider the following mi-
nimisation problem

min
µ,zi,V

n∑
i=1

‖Xi − µ− V zi‖2, (0.1)

where the minimum is taken over all µ ∈ Rp, z1, . . . , zn ∈ Rd and V ∈ Rp×d
whose columns form an orthonormal system in Rp. Let

X̄ =
1

n

n∑
i=1

Xi and Σ̂ =
1

n

n∑
i=1

(Xi − X̄)(Xi − X̄)T .

By the spectral theorem, we have Σ̂ =
∑p

j=1 λ̂j ûj û
T
j with λ̂1 ≥ · · · ≥ λ̂p ≥ 0

and û1, . . . , ûp orthonormal basis of Rp. Show that the minimum in (0.1) is
attained for µ = X̄, V = (û1, . . . , ûd) and zi = V T (Xi − X̄).

3. Let X1, . . . , Xn ∈ Rp and Σ̂ = (1/n)
∑n

i=1XiX
T
i . By the spectral theorem, we

have Σ̂ =
∑p

j=1 λ̂j ûj û
T
j with λ̂1 ≥ · · · ≥ λ̂p ≥ 0 and û1, . . . , ûp orthonormal

basis of Rp. Show that for j = 1, . . . , p,

ûj ∈ argmax
‖v‖=1

v⊥û1,...,ûj−1

〈Σ̂v, v〉 = argmax
‖v‖=1

v⊥û1,...,ûj−1

1

n

n∑
i=1

〈Xi, v〉2.

4. (Reproducing kernel Hilbert space). A function k : X × X → R is called a
positive definite kernel if it is symmetric (k(x, y) = k(y, x) for all x, y ∈ X )
and if for any n ∈ N, x1, . . . , xn ∈ X and a1, . . . , an ∈ R we have

n∑
i=1

n∑
j=1

aiajk(xi, xj) ≥ 0.



The goal of this exercise is to show that there is a Hilbert space F of functions
on X such that (i) k(x, ·) ∈ F for all x ∈ X and (ii) f(x) = 〈f, k(x, ·)〉F for all
x ∈ X and f ∈ F .

(a) Let

F0 =
{
f : X → R : f =

n∑
i=1

aik(xi, ·), n ∈ N, xi ∈ X , ai ∈ R, i = 1, . . . , n
}
.

For f =
∑n

i=1 aik(xi, ·) and g =
∑m

j=1 bjk(yj , ·), define

〈f, g〉F0 =
n∑
i=1

m∑
j=1

aibjk(xi, yj).

Show that (F0, 〈·, ·〉F0) is an inner product space and that f(x) =
〈f, k(x, ·)〉F0 for all x ∈ X and f ∈ F0.

(b) Show that that for any Cauchy sequence (fn) in F0, the sequence (fn(x))
converges in R for all x ∈ X . (Hint : Use that |f(x)| ≤

√
k(x, x)‖f‖F0 .)

(c) Show that for any Cauchy sequence (fn) in F0 which converges pointwise
to 0, we have ‖fn‖F0 → 0.

(d) (Completion). Let F be the class of functions f : X → R which are
pointwise limits of Cauchy sequences (fn) in F0. For f, g ∈ F , define

〈f, g〉F = lim
n→∞

〈fn, gn〉F0 ,

where (fn) and (gn) are Cauchy sequences converging pointwise to f and
g, respectively. Prove that 〈·, ·〉F is a (well-defined) inner product on F .
Show that (F , 〈·, ·〉F ) is a Hilbert space which contains F0 as a dense
subspace. Deduce that F is a Hilbert space which satisfies the above
properties (i) and (ii).


