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1. (a) Show that if k1, k2 : X × X → R are two positive definite kernels (see
Exercise 4, Sheet 2 for the definition) and a > 0, then ak1, k1 + k2 and
k1 · k2 are also positive definite kernels.

(b) Show that if kn : X × X → R, n ≥ 1, is a sequence of positive definite
kernels which converge pointwise to a function k : X ×X → R, then k is
also a positive definite kernel.

(c) Let k : X×X → R be a positive definite kernel. Show that k′ : X×X → R
defined by k′(x, y) = k(x, y)/

√
k(x, x)k(y, y), if the denominator is non-

zero, and k′(x, y) = 0, otherwise, is also a positive definite kernel.

(d) Deduce that the map k : Rq ×Rq → R, (x, y) 7→ exp(−‖x− y‖2/(2σ2)) is
a positive definite kernel, where q ≥ 1 and σ2 > 0.

2. Suppose that X,X1, . . . , Xn are i.i.d. random variables taking values in Rp

such that E[X] = 0 and E[‖X‖4] < ∞. Let Σ = E[XXT ] and Σ̂ =
(1/n)

∑n
i=1XiX

T
i . Show that

E[‖Σ̂− Σ‖2HS ] =
1

n

(
E[‖X‖4]− ‖Σ‖2HS

)
.

In the case that each Xi is Gaussian, show that

E[‖X‖4]− ‖Σ‖2HS = (tr(Σ))2 + tr(Σ2).

3. Let 0 ≤ θ1 ≤ · · · ≤ θd ≤ π/2 be the principal angles between two d-dimensional
subspaces V and W of a Hilbert space (H, 〈·, ·〉), and let PV and PW be the
orthogonal projections onto V and W respectively.

(a) Show that

cos(θ1) = max
v∈V,w∈W

|〈v, w〉|
‖v‖‖w‖

.

(Hint : Use that the first singular value s1(A) of a d×d-matrix A satisfies
s1(A) = max‖x‖=1 ‖Ax‖ = max‖x‖,‖y‖=1 y

TAx.) State and prove a similar
formula for cos(θj), j = 2, . . . , d.

(b) Show that

‖PV − PW ‖2HS = 2
d∑

j=1

sin2(θj).


