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ABSTRACT. We define F-topological recursion (F-TR) as a non-symmetric version of topolog-
ical recursion, which associates a vector potential to some initial data. We describe the sym-
metries of the initial data for F-TR and show that, at the level of the vector potential, they in-
clude the F-Givental (non-linear) symmetries studied by Arsie, Buryak, Lorenzoni, and Rossi
within the framework of F-manifolds. Additionally, we propose a spectral curve formulation of
F-topological recursion. This allows us to extend the correspondence between semisimple coho-
mological field theories (CohFTs) and topological recursion, as established by Dunin-Barkowski,
Orantin, Shadrin, and Spitz, to the F-world. In the absence of a full reconstruction theorem à
la Teleman for F-CohFTs, this demonstrates that F-TR holds for the ancestor vector potential of
a given F-CohFT if and only if it holds for some F-CohFT in its F-Givental orbit. We turn this
into a useful statement by showing that the correlation functions of F-topological field theories
(F-CohFTs of cohomological degree 0) are governed by F-TR. We apply these results to the ex-
tended 2-spin F-CohFT. Furthermore, we exhibit a large set of linear symmetries of F-CohFTs,
which do not commute with the F-Givental action.

1. INTRODUCTION

Cohomological field theories (CohFTs for short) were introduced by Kontsevich and Manin
[KM94] to encode the geometric properties of Gromov–Witten invariants under degeneration
of the source curve. They are collections of cohomology classes Ωg,n ∈ H•(Mg,n) compat-
ible with the natural morphisms on Mg,n, i.e. algebras over the modular operad H•(Mg,n).
The intersection indices of a CohFT with ψ-classes produce ancestor potentials associated to
Dubrovin’s Frobenius manifolds [Dub96]. The Givental group action, first identified on po-
tentials of Frobenius manifolds [Giv01a; Giv01b], can be lifted to (all genera) CohFTs [FSZ10].
Teleman showed that this action is transitive on semisimple CohFTs of a given dimension
[Tel12]. It was then established that ancestor potentials of semisimple Frobenius manifolds can
be reconstructed by the Eynard–Orantin topological recursion [DOSS14; Eyn14; DNOPS18].
This was revisited in the formalism of Airy structures [KS18; ABCO24] and leads to the fact
that the ancestor potential of semisimple Frobenius manifolds can be realised as (the loga-
rithm of) the partition function of an Airy structure. The non semisimple cases can sometimes
be studied as limits of semisimple ones.

The Givental–Teleman theory thus constitutes a powerful tool to reconstruct semisimple Co-
hFTs from their degree zero part (called topological field theory, or TFT for short), and it can be
effectively applied for the computation of Gromov–Witten invariants of targets with semisim-
ple quantum cohomology, such as (equivariant) P1 and toric Calabi–Yau threefolds. The sup-
plementary results of topological recursion also had numerous applications in this vein, see
e.g. [EO15; FLZ16; FLZ20]. Beyond their enumerative relevance, families of CohFTs and their
non-semisimple limits have been used to gain understanding on the structure of the tautolog-
ical ring of Mg,n [PPZ15; PPZ19; Jan17; Jan18; CJ18; CGG].
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The notion of Frobenius manifolds can be weakened while keeping most of this picture. Hert-
ling and Manin introduced F-manifolds, which are Frobenius manifolds without the data of
a metric [HM99]. In contrast to Frobenius manifolds which admit a scalar potential, flat F-
manifolds only admit a vector potential. F-CohFTs were introduced in [BR21] and yield a
weaker notion of CohFT in the sense that the axiom of compatibility with glueing maps having
connected source curves is dropped. The intersection indices of F-CohFTs with ψ-classes pro-
duce ancestor vector potentials for flat F-manifolds, there is an F-analogue of Givental’s group
acting on the vector potentials, and this action can be lifted to F-CohFTs [ABLR23]. However,
this action is far from being transitive on semisimple F-CohFTs, which therefore cannot always
be reconstructed from their degree zero part. The purpose of this article is twofold: first, we
complete this picture by establishing a relation to the topological recursion formalism, giving
the analogue of [DOSS14] to the extent possible; second, we show that F-CohFTs have a much
larger group of symmetries than previously known, so that one can reasonably ask (see below)
if a reconstruction à la Teleman would hold for semisimple F-CohFTs.

First, we propose in Section 2 a notion of F-Airy structures and define their associated vector
potential by a topological recursion formula. F-Airy structures are drastically simpler than
Airy structures as the non-linear constraints that ensure symmetry of the amplitudes in Airy
structures are no longer needed. In this sense, F-topological recursion can be considered as a
minimal framework to define topological recursion with non-symmetric output.

We then describe in Section 3 a group of symmetries of F-Airy structures which contains the
F-Givental group. Airy structures were ideals of the Weyl algebra of differential operators,
selecting a unique partition function which is annihilated by this ideal. The simplicity of the F-
Airy structure, however, complicates the task of finding the analogue of this algebraic descrip-
tion, and at the time of writing, it is not fully clear what ought to replace the Weyl algebra. In
particular, it is not clear for concrete examples of F-CohFTs which algebraic structure replaces
the linear Virasoro constraints acting on the ancestor potential of semisimple CohFTs.

In Section 4, after recalling the notion of F-CohFTs and their known symmetries, we define
two large groups which act linearly on F-CohFTs by exploiting the combinatorics of boundary
strata of the moduli space of curves of compact type. This is in stark contrast with the non-
linear nature of the F-Givental action. These linear symmetries, which we call tick and fork,
do not commute with the F-Givental action. Therefore, together with the known symmetries,
they generate a large group of symmetries of F-CohFTs, in fact, much larger than the Givental
group known to act on CohFTs.

Question. Does the group generated by changes of basis, F-Givental transformations (sums over sta-
ble trees), translations, ticks and forks act transitively on the set of semisimple F-CohFTs of a given
dimension?

In Section 5 we set up the dictionary between the formalism of F-CohFT and the one of F-Airy
structures/F-topological recursion. This partially extends the results of [DOSS14] to the F-case.
As an application, we discuss the example of the extended 2-spin class [BR21].

In Section 6, we introduce a formalism of F-topological recursion from the perspective of spec-
tral curves [EO07]. Compared to the original topological recursion, the fundamental bidiffer-
ential ω0,2 is replaced in the F-world by two (possibly non-symmetric) fundamental bidiffer-
entials, ω˛

0,2 and ω˛
0,2, which allow the freedom to use different weights for the connected and

disconnected terms in the recursion formula. Not being bound to having symmetric outputs
and having lost the relation to the Weyl algebra, one could even propose a more general setting
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where each topological type of term appearing in the recursion could have a different weight.
We do not pursue this here due to the current lack of a geometric application.

Notation and conventions. Let V be a vector space over C. Throughout the text, we make use of
the following notations and conventions.

• The space of all symmetric tensors of order n defined on V is denoted as V⊙n, with
the convention V⊙0 := C. The completed symmetric algebra generated by V is denoted
V⊙ :=

∏
n⩾0 V

⊙n, equipped with its usual structure of commutative monoid denoted by
the symbol ⊙.

• The canonical pairing between V and its dual is denoted as ⟨·, ·⟩ : V∗ ⊗ V → C.

• Denote by [n] the set of integers { 1, . . . ,n }. If v1, . . . , vn ∈ V and J = { j1 < · · · < jk } ⊆ [n],
we denote vJ := vj1 ⊗ · · · ⊗ vjk in V⊗k.

• If V is finite-dimensional with basis (ei)i∈I, denote by (ei)i∈I the dual basis. For X ∈
Hom(V⊗n,V⊗m), we denote the expansion coefficients as

X(ei1 ⊗ · · · ⊗ ein) = X
j1,...,jm
i1,...,in ej1 ⊗ · · · ⊗ ejm . (1.1)

We use Einstein’s convention of summing over repeated indices. Following the diagram-
matic conventions of tensor categories, such a tensor can be represented by drawing a
box with n legs attached on the top, labelled by i1, . . . , in, and m legs attached on the
bottom, labelled by j1, . . . , jm:

X

i1 in
. . .

j1 jm

. . .

. (1.2)

To summarise, input vectors keep falling on our heads, operations act on them sequen-
tially during their fall and we read the output at the bottom. As a result of (1.1), the
rule for indices is reversed: top indices are carried by output/bottom legs while bottom
indices are carried by input/top legs.

Throughout the article we have tried to provide basis-free expressions, which are conceptually
more attractive. In Sections 5 and 6 this leads to technical complications to handle correctly
infinite-dimensional issues; if one resorts to bases (as in [BR21; ABLR23]) most of these details
can be safely ignored, as all expressions remain finite and well-defined.
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lowship (22-2 FEL-003) and a Hermann-Weyl-Instructorship from the Forschungsinstitut für
Mathematik at ETH Zürich. G.U. thanks the Berlin Mathematical School for financial support.
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2. F-AIRY STRUCTURES

In this section, we define the notion of F-Airy structures and give its graphical interpretation.
We show that F-topological field theories fit in this formalism, extending to the F-world the
relation between topological recursion and topological field theories [ABO18; KS18; ABCO24].

2.1. Definition of F-Airy structures in finite dimension

Let V be a finite-dimensional vector space over C.

Definition 2.1. An F-Airy structure on V is the data of tensors

A ∈ Hom(V⊙2,V) ,

B ∈ Hom(V⊗2,V) ,

C˛ ∈ Hom(V ,V⊗2) ,

C˛ ∈ Hom(V⊙2,V) ,

D ∈ V .

(2.1)

Given an F-Airy structure on V , we define the F-topological recursion (F-TR) amplitudes

Fg,1+n ∈ Hom(V⊙n,V) , (2.2)

indexed by integers g,n ⩾ 0, by induction on 2g − 2 + (1 + n) > 0. For the base cases, set
F0,3 := A and F1,1 := D. For 2g− 2 + (1 + n) > 1, the induction step is

Fg,1+n(v1 ⊗ · · · ⊗ vn) :=
n∑

m=1

B
(
vm ⊗ Fg,1+(n−1)(v1 ⊗ · · · v̂m · · · ⊗ vn)

)
+

1
2
(id ⊗ tr)

(
C˛ ◦ Fg−1,1+(n+1)(v1 ⊗ · · · ⊗ vn ⊗−)

)
+

1
2
C˛

( ∑
h+h ′=g
J⊔J ′=[n]

Fh,1+|J|(vJ)⊗ Fh ′,1+|J ′|(vJ ′)

)
,

(2.3)

where tr is the trace of endomorphisms of V . By convention, we set F0,1 and F0,2 (called unstable
terms) to zero.

To make the structure clearer, let us fix a basis (ei)i∈I of V . Following (1.1), denote the expan-
sion coefficients of the initial data and the amplitudes as

A(ej ⊗ ek) = Ai
j,k ei ,

B(ej ⊗ ek) = Bi
j,k ei ,

C˛(ek) = C˛i,j
k ei ⊗ ej , Fg,1+n(ei1 ⊗ · · · ⊗ ein) = F

i0
g;i1,...,in ei0 .

C˛(ej ⊗ ek) = C˛i
j,k ei ,

D = Di ei ,

(2.4)

Then equation (2.3) can be written as

F
i0
g;i1,...,in =

n∑
m=1

B
i0
im,a F

a

g;i1,...,îm,...,in
+

1
2
C˛i0,b

a Fag−1;i1,...,in,b +
1
2
C˛i0

a,b

∑
h+h ′=g

J⊔J ′={i1,...,in}

Fah;J F
b
h ′;J ′

(2.5)
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and represented diagrammatically, according to (1.2), as

g

i0

i1

· · ·
in

=

n∑
m=1

g

· · ·
i1 îm in

B

i0

im

+
1
2

g− 1

i1

· · ·
in

C˛

i0

+
1
2

∑
h+h ′=g

J⊔J ′={i1,...,in}

h

· · ·
J

h ′

· · ·
J ′

C˛

i0

. (2.6)

There are three notable differences compared to the usual Airy structure formalism (cf. [KS18;
ABCO24]).

• The amplitudes have one distinguished output.

• Apart from the specified symmetries, the tensors (A,B,C˛,C˛,D) do not need to satisfy
any constraint.

• The connected and disconnected terms can have different weights: C˛ and C˛.

Due to the first property, F-Airy structures do not have a scalar potential (or partition function),
but rather a vector potential. This is the  h−1VJ hK-valued formal function on V

Φ(x) :=
∑

g,n⩾0

 hg−1

n!
Fg,1+n(x

⊗n) =
∑

g,n⩾0

 hg−1

n!
F
i0
g;i1,...,in x

i1 · · · xin ei0 , (2.7)

where x = xi ei denotes the variable in V .

If we are given a non-degenerate pairing η on V (i.e. an identification V ∼= V∗), inputs and
outputs can be considered on the same footing. After such identifications, if the tensors satisfy
the condition C˛ = C˛ = C and (A,B,C,D) form an Airy structure, then Fg,1+n are the TR
amplitudes and are fully symmetric under permutation of all tensor factors. Besides, Φ(x) =

∇F(x), where F is a single formal function on V :

F(x) =
∑

g,n⩾0

 hg−1

(1 + n)!
η
(
x, Fg,1+n(x

⊗n)
)
=

∑
g,n⩾0

 hg−1

(1 + n)!
Fig;i1,...,in ηi,j x

jxi1 · · · xin . (2.8)

Our proposal of F-topological recursion can be considered as a minimal framework to define
topological recursion in absence of symmetry.

2.2. A graphical interpretation

As in the usual setting, F-TR amplitudes can be written as a sum over specific types of graphs.
These graphs are obtained by repeatedly applying the F-TR formula, equation (2.6), which
in turn generates trivalent graphs with vertices decorated by the initial data (A,B,C˛,C˛,D).
Besides, such graphs naturally come with a spanning tree which keeps track of the first input
of the F-TR amplitudes at each step of the recursion.

Definition 2.2. For any g,n ⩾ 0 such that 2g − 2 + (1 + n) > 0, define the set Gg,1+n of pairs
G = (G, t) where:

• G is a trivalent connected graph with first Betti number b1(G) = g and 1 + n leaves,
labelled as ℓ0, . . . , ℓn;
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• t ⊆ G is a spanning tree which contains the first leaf ℓ0 (considered as the root) and no
other leaf;

• the edges e of Gwhich are not in t must connect parent vertices.

An automorphism of G is a permutation of the set of edges which preserves the graph struc-
ture. We denote by Aut(G) the automorphism group of G. We insist that G does not include
the data of a cyclic order of edges or leaves incident at a vertex. Therefore, the number of
automorphisms of a given G is a power of 2. We also define

|Gg,1+n| :=
∑

G∈Gg,1+n

1
|Aut(G)|

∈ Q>0 . (2.9)

Consider the case 2g − 2 + (1 + n) = 1, i.e. the sets G0,3 and G1,1. They both consist of a single
element, given respectively as

G0,3 =

ℓ0

•

ℓ1 ℓ2

and G1,1 =

ℓ0

• . (2.10)

The spanning tree is depicted in green. The graph G0,3 has only one trivial automorphism,
while G1,1 has also the automorphism exchanging the two half-edges forming the loop. In
particular, |G0,3| = 1 and |G1,1| =

1
2 .

It is not hard to see that Gg,1+n has a recursive structure. Indeed, by removing the vertex inci-
dent to the root ℓ0, we obtain a new graph for which one of the following mutually exclusive
alternatives holds.

B) The new graph Ḡ belongs to Gg,1+(n−1) if one of the edges incident to the removed vertex
is a leaf. The other edge is considered as the root of Ḡ. This situation occurs exactly n
times.

C˛) The new graph Ḡ belongs to Gg−1,1+(n+1), with an arbitrary choice of first and second
leaf to be made.

C˛) The new graph is a disjoint union of Ḡ⊔ Ḡ ′, where Ḡ ∈ Gh,1+|J| and Ḡ ′ ∈ Gh ′,1+|J ′| for a
splitting h + h ′ = g of the genus and a splitting J ⊔ J ′ of the leaves of G distinct from ℓ0.
The roots of Ḡ and Ḡ ′ correspond to the two edges connected to ℓ0.

Pictorially, we can represent the three cases as follows.

ℓ0

ℓm Ḡ

•

(B)

ℓ0

e ϵ

Ḡ

•

(C˛)

ℓ0

e e ′

Ḡ ′Ḡ

•

(C˛)

(2.11)

In the first case, we have |Aut(G)| = |Aut(Ḡ)|, while in the two last cases we have |Aut(G)| =

2 |Aut(Ḡ)| and |Aut(G)| = 2 |Aut(Ḡ)| · |Aut(Ḡ ′)|. As a consequence, we find the recursive
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formula

|Gg,1+n| = n |Gg,1+(n−1)|+
1
2
|Gg−1,1+(n+1)|+

1
2

∑
h+h ′=g

J⊔J ′={ℓ1,...,ℓn}

|Gh,1+|J|| · |Gh ′,1+|J ′|| . (2.12)

Consider now an F-Airy structure (A,B,C˛,C˛,D) on V , together with a choice of basis (ei)i∈I.
Fix a graph G ∈ Gg,1+n and a map of sets (called colouring) c : E∅(G) → I, where E∅(G)

denotes the set of leaves and edges of G that are not loops. We define a weight w(G, c) of the
coloured graph as follows. We declare the base cases

w(G0,3, c) := Ac(ℓ0)
c(ℓ1),c(ℓ2)

, w(G1,1, c) := Dc(ℓ0) . (2.13)

For 2g−2+(1+n) > 1, define the weight recursively using the above decomposition. Denoting
by c̄ the restriction of c to Ḡ in the cases (B) and (C˛) and by c̄ (resp. c̄ ′) the restriction of c to
Ḡ (resp. Ḡ ′) in the case (C˛), set

B) w(G, c) := Bc(ℓ0)
c(ℓm),c(e)w(Ḡ, c̄) ,

C˛) w(G, c) := C˛c(ℓ0),c(ϵ)
c(e) w(Ḡ, c̄) ,

C˛) w(G, c) := C˛c(ℓ0)
c(e),c(e ′)w(Ḡ, c̄)w(Ḡ ′, c̄ ′) .

These definitions are tailored so that the recursive formula (2.5) is equivalent to the following.

Proposition 2.3. The F-TR amplitudes are given by

F
i0
g;i1,...,in =

∑
G∈Gg,1+n

∑
c

w(G, c)
|Aut(G)|

, (2.14)

where the second sum ranges over all colourings c : E∅(G) → I satisfying c(ℓk) = ik.

2.3. F-topological field theories

In the usual setting, the simplest example of Airy structure is that of a topological field theory
(i.e. a Frobenius algebra) [KS18; ABCO24]. The analogue of topological field theories in the
F-world was introduced in [ABLR23].

Definition 2.4. An F-topological field theory (F-TFT for short) is the data (V , ·,w) of a commu-
tative associative algebra (V , ·), not necessarily unital, together with a distinguished element
w ∈ V . To an F-TFT is associated the collection of linear maps (called amplitudes)

Fg,1+n ∈ Hom(V⊙n,V) , Fg,1+n(v1 ⊗ · · · ⊗ vn) := v1 · · · vn ·wg , (2.15)

indexed by g,n ⩾ 0 such that 2g− 2 + (1 + n) > 0.

The next result states that the maps Fg,1+n coincide, up to a combinatorial prefactor, with F-TR
amplitudes.

Proposition 2.5. Let (V , ·,w) be an F-TFT. The data

A = B = C˛ : V⊙2 −→ V v1 ⊗ v2 7−→ v1 · v2

C˛ : V −→ V⊗2 v 7−→ v⊗w

D = 1
2 w ∈ V

(2.16)

define an F-Airy structure on V and the amplitudes of the associated F-TFT are computed by F-TR:

|Gg,1+n| ·Fg,1+n = Fg,1+n . (2.17)
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Proof. Unlike the usual case, there is nothing to check for the tensors (A,B,C˛,C˛,D): they
automatically provide an F-Airy structure. Observe now that for the case 2g− 2 + (1 +n) = 1,
equation (2.17) holds trivially following the definition ofA andD and the values |G0,3| = 1 and
|G1,1| =

1
2 . For the general case, suppose that the recursion is satisfied for all (g0,n0) such that

2g0 − 2 + (1 + n0) < 2g − 2 + (1 + n). From the coordinate-free definition of F-TR, equation
(2.3), and the induction hypothesis we find

Fg,1+n(v1 ⊗ · · · ⊗ vn) = |Gg,1+(n−1)|

n∑
m=1

B
(
vm ⊗Fg,1+(n−1)(v1 ⊗ · · · v̂m · · · ⊗ vn)

)
+

1
2
|Gg−1,1+(n+1)| (id ⊗ tr)

(
C˛ ◦Fg−1,1+(n+1)(v1 ⊗ · · · ⊗ vn ⊗−)

)
+

1
2

∑
h+h ′=g

J⊔J ′={i1,...,in}

|Gh,1+|J|| · |Gh ′,1+|J ′||C
˛
(
Fh,1+|J|(vJ)⊗Fh ′,1+|J ′|(vJ ′)

)
(2.18)

with the convention F0,1 = 0 and F0,2 = 0. From the definition of F-TFT amplitudes and that
of B, we see that

B
(
vm ⊗Fg,1+(n−1)(v1 ⊗ · · · v̂m · · · ⊗ vn)

)
= vm · (v1 · · · v̂m · · · vn ·wg)

= Fg,1+n(v1 ⊗ · · · ⊗ vn) .
(2.19)

Notice that we repeatedly used the commutativity and the associativity of the product. The
same holds for C˛. As for C˛, we find

(id ⊗ tr)
(
C˛ ◦Fg−1,1+(n+1)(v1 ⊗ · · · ⊗ vn ⊗−)

)
= Fg−1,1+(n+1)(v1 ⊗ · · · ⊗ vn ⊗w)
= Fg,1+n(v1 ⊗ · · · ⊗ vn) .

(2.20)

The claimed induction step follows by comparison with the recursion (2.12) for |Gg,1+n|. □

2.4. Infinite-dimensional settings

A more complicated set of examples of F-Airy structures, namely those built on loop spaces,
is discussed in Section 5. It then becomes necessary to give an appropriate definition of F-Airy
structure over infinite-dimensional graded vector spaces. There are several ways to do so, and
the one we propose here covers the examples considered in Sections 5 and 6.

Let (Vd)d⩾0 be a sequence of finite-dimensional vector spaces and consider the graded vector
space V :=

⊕
d⩾0 Vd, which may be infinite-dimensional. Let V⩽d :=

⊕d
d ′=0 Vd ′ and the

natural inclusions and projections ιd : V⩽d → V and πd : V → V⩽d. Introduce the completed
tensor product

V⊗̂V :=
∏
d⩾0

( d⊕
d ′=0

Vd ′ ⊗ Vd−d ′

)
. (2.21)

An F-Airy structure on V is by definition the data of tensors

A ∈ Hom(V⊙2,V) ,

B ∈ Hom(V⊗2,V) ,

C˛ ∈ Hom(V ,V⊗̂V) ,

C˛ ∈ Hom(V⊙2,V) ,

D ∈ V ,

(2.22)

together with an increasing function φ : Z⩾0 → Z⩾0 and d̃ ∈ Z⩾0 such that the following
finite-dimensionality conditions hold.
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• There exist Ã ∈ Hom((V⩽d̃)
⊙2,V⩽d̃) and D̃ ∈ V⩽d̃ such that A = ιd̃ ◦ Ã ◦ (πd̃)

⊗2 and
D = ιd̃ ◦ D̃.

• For any d ⩾ 0, we have

B(V ⊗ V⩽d) ⊆ V⩽φ(d) ,

(id ⊗ πd)C˛(V⩽d) ⊆ V⩽φ(d) ⊗ V⩽d ,

C˛(V⩽d ⊗ V⩽d) ⊆ V⩽φ(d) .

(2.23)

The datum of (φ, d̃) is often implicit when one specifies infinite-dimensional F-Airy structures.
An easy induction on 2g − 2 + (1 + n) > 0 then shows that such F-Airy structures still admit
amplitudes.

Lemma 2.6. If (A,B,C˛,C˛,D) is an F-Airy structure of V in the above sense, then the F-TR formula
(2.3) is a well-posed definition for tensors Fg,1+n ∈ Hom(V⊙n,V). They are such that there exist

d : Z⩾0 × Z⩾0 −→ Z⩾0 and F̃g,1+n ∈ Hom(V⊙n
⩽d(g,n),V⩽d(g,n)) (2.24)

for which Fg,1+n = ιd(g,n) ◦ F̃g,1+n ◦ (πd(g,n))
⊗n.

Although Section 3 focuses on finite-dimensional V , it can be adapted without difficulties to
this graded infinite-dimensional setting. In the examples of Sections 5 and 6 more will be said
about how infinite-dimensionality is handled in practice.

3. ACTIONS ON F-AIRY STRUCTURES

In this section we define three types of transformations of F-Airy structures on a fixed vector
space V : changes of bases, Bogoliubov transformations, and translations. All transformations
define left group actions on the set of F-Airy structures on V . We restrict ourselves to the finite-
dimensional case, and comment on the infinite-dimensional setting in Section 4 in relation to
F-CohFTs.

3.1. Change of bases

The first action is rather obvious and induced by changes of bases on V , which can be chosen
independently in the source and in the target. Given λs, λt ∈ GL(V) and a collection of tensors
Fg,1+n ∈ Hom(V⊙n,V), define

λFg,1+n := λt ◦ Fg,1+n ◦ (λ−1
s )⊗n . (3.1)

From the F-TR formula (2.3), it follows that if (Fg,1+n)g,n⩾0 are the amplitudes of an F-Airy
structure (A,B,C˛,C˛,D), so do (λFg,1+n)g,n⩾0 with initial data

λA = λt ◦A ◦ (λ−1
s )⊗2 ,

λB = λt ◦ B ◦
(
λ−1

s ⊗ λ−1
t
)

,

λC˛ = λ⊗2
t ◦ C˛ ◦ λ−1

t ,

λC˛ = λt ◦ C˛ ◦
(
λ−1

t
)⊗2 ,

λD = λt ◦D .

(3.2)

On the vector potentialΦ, the change of bases simply reads
λΦ = λt ◦Φ ◦ λ−1

s . (3.3)
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3.2. Bogoliubov transformation

Changes of polarisation naturally arise to connect different methods of quantising symplectic
vector spaces and are sometimes referred to as Bogoliubov transformations in quantum me-
chanics. In the context of Gromov–Witten theory, Givental introduced a specific change of
polarisation coming from an R-matrix [Giv01a], and the transformation was later extended to
CohFTs (see [Pan19] for a self-contained exposition). In [DOSS14], the authors identified the
R-action with a transformation of initial data for topological recursion. On the associated Airy
structure this coincides with the natural action of a corresponding change of polarisation of a
specific form and specified by the R-matrix.

Inspired by the definitions of [ABLR23], we now define the analogue of the changes of po-
larisation on F-Airy structures. As there is no symplectic structure here, to avoid immediate
confusion we call them Bogoliubov transformations. For those coming from an R-matrix, we
comment on their relation to the F-Givental action in Section 4.2. We start by recalling the
notion of stable trees.

Definition 3.1. Let g,n ⩾ 0 such that 2g− 2 + (1 + n) > 0. A stable tree T of type (g, 1 + n) is a
tree T equipped with:

• a genus decoration g(v) for each vertex v of T , subject to the local stability condition
2g(v) − 2 + (1 + n(v)) > 0 and the global genus condition g =

∑
v g(v);

• 1 + n labelled leaves, denoted ℓ0, ℓ1, . . . , ℓn.

Here 1+n(v) denotes the number of half-edges incident to v. Moreover, we consider T as being
rooted at the leaf ℓ0. We also introduce the following notations (see Figure 1 for an example):

• V(T ), E(T ), H(T ), and L(T ) are the sets of vertices, edges, half-edges, and leaves respec-
tively;

• for every v ∈ V(T ), rv is the half-edge that is the closest to the root, and h ⇝ v refers to
any half-edge h different from rv (but including leaves) that is attached to v;

• every e ∈ E(T ) is split into two half-edges h ′
e and h ′′

e being the closest to and the furthest
away from the root; we say that an edge e enters (resp. exits) a vertex v if h ′

e (resp. h ′′
e ) is

incident to v.

The set of stable trees of type (g, 1 + n) is denoted Tg,1+n.

1

0

2

ℓ0

ℓ1 ℓ2

ℓ3

ℓ4

v

rv

h ′
e

h ′′
e

FIGURE 1. Example of a stable tree in T3,1+4 and corresponding notation. The
genus decoration is depicted inside the vertices.
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Given β ∈ End(V) and a collection of tensors Fg,1+n ∈ Hom(V⊙n,V) indexed by g,n ⩾ 0, we
define new amplitudes by the formula

βFg,1+n :=
∑

T∈Tg,1+n

( ⊗
v∈V(T)

Fg(v),1+n(v)

)
◦
T

( ⊗
e∈E(T)

β

)
. (3.4)

Here ◦T means that we compose the tensors in the natural way along the edges of the stable
tree T : if an edge e connects two vertices v ′ and v ′′, the output of Fg(v ′′),1+n(v ′′) (corresponding
to h ′′

e ) is inserted as input in β, while the output of β (corresponding to h ′
e) is inserted as input

in Fg(v ′),1+n(v ′). In a basis of V indexed by I, writing β(ej) = βi
j ei, this means

(βF)i0
g;i1,...,in =

∑
T∈Tg,1+n

∑
j

( ∏
v∈V(T)

F
j(rv)
g(v);(j(h))h⇝v

)( ∏
e∈E(T)

β
j(h ′

e)
j(h ′′

e )

)
, (3.5)

where the second sum ranges over all weights on half-edges that respect the leaf decorations,
that is the set of maps j : H(T ) → I such that j(ℓk) = ik. Notice the absence of symmetry factors
in this formula, since stable trees do not have non-trivial automorphisms (we did not order the
edges entering vertices). We can now state the following result.

Theorem 3.2. If (Fg,1+n)g,n are the amplitudes of an F-Airy structure (A,B,C˛,C˛,D) on V , then
the (βFg,1+n)g,n defined in (3.4) coincide with the amplitudes of the F-Airy structure given by

βA = A ,
βB = B+A ◦ (idV ⊗ β) ,
βC˛ = C˛ ,
βC˛ = C˛ + B ◦ (β⊗ idV) + B ◦ (β⊗ idV) ◦ σ1,2 +A ◦ β⊗2 ,
βD = D ,

(3.6)

where σ1,2 : V
⊗2 → V⊗2 is the permutation of the two tensor factors. For index lovers, the coefficients

of the (non-trivially) modified tensors read:
βBi

j,k = Bi
j,k +Ai

j,a β
a
k ,

βC˛i
j,k = C˛i

j,k +Ai
a,b β

a
j β

b
k + Bi

a,k β
a
j + Bi

b,j β
b
k .

(3.7)

For diagrammatic fans, the (non-trivially) modified tensors are pictured as follows:

βB

i

j k

= B

i

j k

+
A

i

j

β

k

, βC˛

i

j k

= C˛

i

j k

+
B

i

β

j k

+
B

i

β

k j

+
A

i

β

j

β

k

.
(3.8)

Proof. In the (0, 3) and (1, 1) cases, the statement follows from the fact that there is only one
stable tree of type (0, 3) and (1, 1) respectively. Suppose now that 2g− 2 + (1 + n) > 1. We can
reformulate (3.5) by writing apart the term corresponding to the root vertex v0:

(βF)i0
g;i1,...,in =

∑
T∈Tg,1+n

∑
j

F
i0
g(v0);(j(h))h⇝v0

∏
e∈E(T)
h ′

e⇝v0

β
j(h ′

e)
j(h ′′

e )

∏
v∈V(T)
v ̸=v0

F
j(rv)
g(v);(j(h))h⇝v

∏
e∈E(T)
h ′

e ̸⇝v0

β
j(h ′

e)
j(h ′′

e )
.

(3.9)
By looking at the topological type of the root vertex, namely (g(v0), 1 + n(v0)), three mutually
exclusive situations can occur.
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Three-holed sphere. In this case, Fg(v0),1+n(v0) = A. Among the two half-edges entering v0, those
which are not leaves appear in a factor of βwhile the other do not, and there is either one leaf,
decorated by im for some m ∈ [n], or no leaf at all (we cannot have two leaves because we
assumed (g, 1 + n) ̸= (0, 3)). In the first case, T \ v0 is a stable tree T̄ ∈ Tg,1+(n−1), while in
the second case it is the union of two stable trees T̄ ∈ Th,1+|J| and T̄ ′ ∈ Th ′,1+|J ′| for a splitting
h+ h ′ = g of the genus and a splitting J ⊔ J ′ = {i1, . . . , in} of the leaves’ labels:

i0

im T̄

0 or

i0

T̄ ′T̄

0 . (3.10)

Summing over T \ v0, we recognise

n∑
m=1

A
i0
im,a β

a
b (βF)b

g;i1,...îm...,in
+

1
2

∑
h+h ′=g

J⊔J ′={i1,...,in}

A
i0
a1,b1

βa1
a2
βb1
b2

(βF)a2
h;J (

βF)b2
h ′;J ′ . (3.11)

One-holed torus. If 2g− 2+(1+n) > 1, this situation can never happen (otherwise v0 would be
the only vertex).

Higher topologies. In this case, we can employ the recursion formula (2.5) for Fg(v0),1+n(v0). To
set the notation, suppose that v0 is attached to s leaves different from the root and t additional
half-edges. The root is decorated by i0, the s leaves are decorated by Is = {ik1 , . . . , iks

}, while
the remaining half-edges are decorated by Jt = {j1, . . . , jt}. Denoting I[m]

s = Is \ {ikm
} and

likewise J[l]s = Js \ {jl}, we have

F
i0
g(v0);Is⊔Jt

=

s∑
m=1

B
i0
ikm ,a F

a

g(v0);I[m]
s ⊔Jt

+

t∑
l=1

B
i0
jl,a F

a

g(v0);Is⊔J
[l]
t

+
1
2
C˛i0,b

a Fag(v0)−1;Is⊔Jt,b +
1
2
C˛i0

a,b

∑
h+h ′=g(v0)
K⊔K ′=Is⊔Jt

Fah;K F
b
h ′;K ′ . (3.12)

As before, in each of the situations we can sum over T \ v0 and recognise some βF. For the
second sum involving B, there is an edge entering v0 with index jl = a, and this index comes
in (3.9) from a factor βc

a preceded by a sum reconstructing some βF with output index c. This
results in the contributions

n∑
m=1

B
i0
im,a (βF)a

g;i1,...îm...,in
+

∑
h+h ′=g

J⊔J ′={i1,...,in}

B
i0
a,b β

a
c (βF)bh;J (

βF)ch ′;J ′

+
1
2
C˛i0,b

a (βF)ag−1;i1,...,in,b +
1
2

∑
h+h ′=g

J⊔J ′={i1,...,in}

C˛i0
a,b (βF)ah;J (

βF)bh ′;J ′ . (3.13)

The quantity (βF)i0
g;i1,...,in is the sum of (3.11) and (3.13): this takes the form of the F-TR formula

(2.5) with the modified tensors βB, βC˛ and βC˛ from equation (3.6). □

We can relate the vector potentials Φ and βΦ before and after Bogoliubov transformation
through a fixed point equation.
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Lemma 3.3. The vector potential βΦ after Bogoliubov transformation is uniquely characterised by the
fixed point equation

βΦ(x) = Φ
(
x+  h(β ◦ βΦ)(x)

)
. (3.14)

Proof. We multiply (3.9) by  hg−1

n! x
i1 · · · xinei0 and sum over leaves decorations i0, i1, . . . , in ∈ I

and topologies (g,n) such that 2g− 2 + (1 + n) > 0. On the left-hand side, we find βΦ(x). On
the right-hand side, we have a sum over stable trees T of any topology where the n leaves are
labelled (but we divide by n!) and a sum over indices j(h) for each half-edge (including leaves
such that j(ha) = ia for the a-th leaf).

Looking at the summand corresponding to a fixed stable tree T on the right-hand side, by
removing the root vertex v0 we obtain a collection of leaves ℓ1, . . . , ℓs (which we order by in-
creasing carried label) and a collection of stable trees T1, . . . , Tt (which we order by increasing
minimum leaf label), such that s + t ⩾ 1. Conversely, if we are given an ordered set of leaves
ℓ1, . . . , ℓs and an ordered set of stable trees T1, . . . , Tt, connecting them to a root vertex of va-
lency 1+(s+t) gives a stable tree T after one chooses a partition of [n] into 1+t pairwise disjoint
non-empty subsets Λ0, . . . ,Λt, where |Λ0| = s and |Λk| = nk is the number of leaves in Tk, ex-
cluding the root. The decomposition of any such T , after a reordering of the list (T1, . . . , Tt)
so that the minimum leaf label of Tk increases with k, produces the ordered set of leaves and
stable trees we started with:

T =

ℓ0

ℓs

ℓ1

Λ0

Λ1

Λt

T1

Tt

g(v0)

. (3.15)

Given indices carried by half-edges and leaves, the weight of T only depends on the decom-
position of T pictured above, and takes the factorised form:

 ht

n!
 hg(v0)−1 F

i0
g(v0);(j(h))h⇝v0

( ∏
e∈E(T)
h ′

e⇝v0

 hβ
j(h ′

e)
j(h ′′

e )

)( ∏
ℓ∈L(T)
ℓ⇝v0

xiℓ

)(
t∏

k=1

 hg(Tk)−1w
(
Tk; j|Tk

))
. (3.16)

Here g = g(v0) + g(T1) + · · · + g(Tt), where g(Tk) is the genus of the stable tree Tk. As we
are summing over indices carried by half-edges and leaves, the factors of the decomposition
play a symmetric role. Therefore, a given decomposition gives rise to n!

s!t!n1!···nt! equal terms,
and since we allow for any order for the minimum leaf labels in the list of trees, this should be
multiplied by t!. Thus, the sums over T1, . . . , Tt can be performed independently, and give rise
to the coefficient of ej(h ′′

ek
) in βΦ(x), where ek is the edge between Tk and v0. Summing over

j(h ′′
ek
) recombines with a factor of  hβ and produces the coefficient of ej(h ′

ek
) in  hβ(βΦ(x)).

Taking the remaining sum over the indices of half-edges and leaves, we recognise the tensor
Fg(v0),1+s+t applied to

1
s!t!

x⊗s ⊗
(
 hβ
(
βΦ(x)

))⊗t
=

1
(s+ t)!

(
x+  hβ

(
βΦ(x)

))⊗(s+t)
. (3.17)

Summing over g(v0) and s, t ⩾ 0 with s+ t ⩾ 1 yields Φ
(
x+  hβ(βΦ(x))

)
. □
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3.3. Translation

The vector potentialΦ(x) of an F-Airy structure is an  h−1VJ hK-valued function defined on the
formal neighbourhood of 0 ∈ V . Suppose that Φ has a non-zero radius of convergence. Then
we can consider its Taylor expansion at another point t ̸= 0 in the domain of convergence.
Even though the expansion at 0 does not contains the terms F0,1 and F0,2 (i.e. no constant and
linear term in the coefficient of  h−1), this is not the case for the expansion at τ. Nonetheless,
it is natural to expect that the expansion at τ coincides with the vector potential τΦ(x) of a
translated F-Airy structure, after we remove the non-zero ‘translated’ F0,1 and F0,2 terms.

In order to make sense of the considerations without convergence assumptions, we are going
to consider families of F-Airy structures depending on a formal parameter near 0 ∈W, where
W is a vector space coming with an isomorphism ι : W → V . By family of F-Airy structures in
this case we mean tensors

Ã ∈ Hom(V⊙2 ⊗W⊙,V) ,

B̃ ∈ Hom(V⊗2 ⊗W⊙,V) ,

C̃˛ ∈ Hom(V ⊗W⊙,V ⊗ V) ,

C̃˛ ∈ Hom(V⊙2 ⊗W⊙,V) ,

D̃ ∈ Hom(W⊙,V) ,

(3.18)

where we recall W⊙ =
∏

m⩾0W
⊙m and likewise for (W∗)⊙. We could take W = V and

ι = idV without loss of generality, but the main point of the discussion is that V and W play
two different roles and it is easier to keep track of this by giving them different names.

Given a collection of tensors Fg,1+n ∈ Hom(V⊙n,V) indexed by g,n ⩾ 0, we define new
amplitudes F̃g,1+n ∈ Hom(V⊙n ⊗W⊙,V) by the formula

F̃g,1+n(v1 ⊗ · · · ⊗ vn) :=
∑
m⩾0

1
m!
Fg,1+n+m

(
v1 ⊗ · · · ⊗ vn ⊗ ι⊗m

)
. (3.19)

Alternatively, we can consider F̃g,1+n as an element of Hom(V⊙n,V ⊗ (W∗)⊙), or instead as a
Hom(V⊙n,V)-valued formal function near 0 onW ∼= V .

The construction is perhaps more transparent in coordinates. For a fixed basis (ei)i∈I of V , let
(ei)i∈I be the dual basis. The algebra (W∗)⊙ is identified through ι with CJ(ei)i∈IK, graded
by assigning degree 1 to each ei. The translated amplitudes in coordinates are the following
elements of CJ(ei)i∈IK:

F̃
i0
g;i1,...,in =

∑
m⩾0

1
m!
F
i0
g;i1,...,in,j1,...,jm ej1 · · · ejm . (3.20)

Besides, it can be represented diagrammatically as

· · ·

g

i0

i1

· · ·
in

=
∑
m⩾0

1
m! g

i0

i1

· · ·
in

•◦ · · · •◦
m

. (3.21)

Here •◦ is the diagrammatic representation of the map ι, which takes elements ofW as inputs
(in red) and gives elements of V as outputs (in black).

In order to realise the above quantities as F-TR amplitudes coming from some translated initial
data, we consider the two auxiliary tensors G ∈ Hom(W⊙,V) and H ∈ Hom(V ⊗W⊙,V) in
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place of the ‘translated’ F0,1 and F0,2, respectively:

G :=
∑
m⩾2

1
m!
F0,1+m ◦ ι⊗m , Gi =

∑
m⩾2

1
m!
Fi0;j1,...,jm ej1 · · · ejm ,

H :=
∑
m⩾1

1
m!
F0,1+(1+m) ◦ (idV ⊗ ι⊗m) , Hi

j =
∑
m⩾1

1
m!
Fi0;j,j1,...,jm ej1 · · · ejm .

(3.22)

Theorem 3.4. If (Fg,1+n)g,n are the amplitudes of an F-Airy structure (A,B,C˛,C˛,D) on V , then
(F̃g,1+n)g,n defined in (3.19) coincide with the amplitudes of the family of F-Airy structures given by

Ã = B ◦ (ι⊗ Ã) + B ◦ (id ⊗H) + B ◦ (id ⊗H) ◦ σ1,2 + C
˛ ◦ (G⊗ Ã+H⊗2) ,

B̃ = B ◦ (ι⊗ B̃) + C˛ ◦ (H⊗ id) + C˛ ◦ (G⊗ B̃) ,

C̃˛ = B ◦ (ι⊗ C̃˛) + C˛ ◦ (G⊗ C̃˛) , (3.23)

C̃˛ = B ◦ (ι⊗ C̃˛) + C˛ ◦ (G⊗ C̃˛) ,

D̃ = B ◦ (ι⊗ D̃) + id ⊗ tr(C˛ ◦H) + C˛ ◦ (G⊗ D̃) ,

where:

• we have implicitly moved all the W tensor factors to the right and wrote relations between maps
having

∏
m⩾0W

⊗m in the source domain, which pass to the quotient by the symmetric group
action that was ourW⊙;

• σ1,2 : V
⊗2 ⊗W⊙ → V⊗2 ⊗W⊙ is the permutation of the first two tensor factors.

As G and H start in degree 2 and 1 respectively, the above formulae are recursive in the homogeneous
components of the tensors. This can be easily seen from the equivalent formulation in coordinates:
setting X[m] for them-th homogeneous component of a tensor X,

Ã[m]ij,k = Bi
a,b ea Ã[m− 1]bj,k + Bi

j,aH[m]ak + Bi
k,aH[m]aj

+ C˛i
a,b

 ∑
m1+m2=m
m1⩾2,m2⩾0

G[m1]
a Ã[m2]

b
j,k +

∑
m1+m2=m
m1,m2⩾1

H[m1]
a
j H[m2]

b
k

 ,

B̃[m]ij,k = Bi
a,b ea B̃[m− 1]bj,k + C˛i

a,kH[m]aj + C˛i
a,b

∑
m1+m2=m
m1⩾2,m2⩾0

G[m1]
a B̃[m2]

b
j,k ,

C̃˛[m]i,j
k = Bi

a,b ea C̃˛[m− 1]b,j
k + C˛i

a,b

∑
m1+m2=m
m1⩾2,m2⩾0

G[m1]
a C̃˛[m2]

b,j
k , (3.24)

C̃˛[m]ij,k = Bi
a,b ea C̃˛[m− 1]bj,k + C˛i

a,b

∑
m1+m2=m
m1⩾2,m2⩾0

G[m1]
a C̃˛[m2]

b
j,k ,

D̃[m]i = Bi
a,b ea D̃[m− 1]b + C˛i,k

a H[m]ak + C˛i
a,b

∑
m1+m2=m
m1⩾2,m2⩾0

G[m1]
a D̃[m2]

b ,

together with the initial conditions X̃[0] = X for all X ∈ {A,B,C˛,C˛,D}. For diagrammatic support-
ers, the modified tensors are pictured as follows (we omit the degree dependence from the notation, which
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can be recovered by ‘counting’ the number of red legs).

i

j k
···

Ã =
B

i

•◦

j k
···

Ã

+
B

i

j k
··
H

+
B

i

k j
··
H

+
C˛

i

j
··

G

k
···

Ã

+
C˛

i

··
H

j
··
H

k

i

j k
···

B̃ =
B

i

•◦

j k
···

B̃

+
C˛

i

··
H

j k

+
C˛

i

j
··

G

k
···

B̃ ···

C̃˛

i j

k

=
B

i

•◦

···

C̃˛

j

k

+
C˛

i

··

G

···

C̃˛

j

k

(3.25)

i

j k
···

C̃˛ =
B

i

•◦

j k
···

C̃˛

+
C˛

i

j
··

G

k
···

C̃˛ · · ·

D̃

i

=
B

i

•◦

· · ·

D̃

+
C˛

i

··
H

+
C˛

i

··

G

· · ·

D̃

Moreover, if G has a non-zero radius of convergence, so do H, F̃g,1+n and all the modified initial data
(Ã, B̃, C̃˛, C̃˛, D̃).

Proof. We first examine the (0, 3) case. By applying F-TR to the translated (0, 3) amplitude in
(3.20) we get

F̃
i0
0;i1,i2

=
∑
m⩾0

1
m!
F
i0
0;i1,i2,j1,...,jmej1 · · · ejm

= Fi0
0;i1,i2

+
∑
m⩾1

1
m!

(
B
i0
i1,a F

a
0;i2,j1,...,jm + Bi0

i2,a F
a
0;i1,j1,...,jm +

m∑
l=1

B
i0
jl,a F

a
0;i1,i2,j1,...ĵl...,jm

+ C˛i0
a,b

∑
J⊔J ′={j1,...,jm}

(
Fa0;J F

b
0;i1,i2,J ′ + Fa0;i1,J F

b
0;i2,J ′

))
ej1 · · · ejm .

(3.26)

Collecting monomials in the linear forms ej1ej2 · · · while taking into account the symmetry
factor, we see that the degreem component of F̃[m]0,3 equals

F̃[m]i0
0;i1,i2

= δm,0 A
i0
i1,i2

+
(
B
i0
i1,aH[m]ai2

+ Bi0
i2,aH[m]ai1

)
+ Bi0

a,b ea Ã[m− 1]bi1,i2

+ C˛i0
a,b

( ∑
m1+m2=m
m1⩾2,m2⩾0

G[m1]
a F̃[m2]

b
i1,i2

+
∑

m1+m2=m
m1,m2⩾1

H[m1]
a
i1
H[m2]

b
i2

)
, (3.27)

with the convention X̃[−1] = 0. The above recursion onm uniquely characterises the sequence
of tensors (F̃[m]0,3)m⩾0. Moreover, the recursive definition of the homogeneous components
of Ã in (3.24) coincides with the recursion for F̃[m]0,3, hence the equality. The computation for
the (1, 1) case is similar and omitted: it gives the recursion for D̃[m].
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Suppose now that F-TR holds for all (g0,n0) such that 2g0 − 2 + (1 + n0) < 2g − 2 + (1 + n).
From the definition of translated amplitudes and F-TR for the original amplitudes, we find

F̃
i0
g;i1,...,in =

∑
m⩾0

1
m!

(
n∑

p=1

B
i0
ip,a F

a

g;i1,...îp...,in,j1,...,jm
+

m∑
q=1

B
i0
jq,a F

a

g;i1,...,in,j1,...ĵq...,jm

+
1
2
C˛i0,b

a Fag−1;i1,...,in,j1,...,jm,b +
1
2
C˛i0

a,b

∑
h+h ′=g

N⊔N ′={i1,...,in}
M⊔M ′={j1,...,jm}

Fah;N⊔M Fbh ′;N ′⊔M ′

)
ej1 · · · ejm . (3.28)

The second B-sum and the terms (h,N) = (0,∅) or (h ′,N ′) = (0,∅) in the C˛-sum involve
F̃g,1+n, and we move these contributions to the left-hand side while exploiting the symmetry
of C˛ in its two lower indices. In all the other terms, redistributing the vectors ej we recognise
some F̃g0,1+n0 with 2g0 − 2 + (1 + n0) < 2g− 2 + (1 + n). We thus arrive to

(
δi0
a − Bi0

j,a ej − C˛i0
j,aG

j
)
F̃ag;i1,...,in =

n∑
l=1

B
i0
il,a F̃

a
g;i1,...îl...,in

+
1
2
C˛i0,b

a F̃ag−1;i1,...,in,b

+ C˛i0
a,b

(
n∑

l=1

Ha
il
F̃b
g;i1,...,îl,...,in

+
1
2

∑
h+h ′=g

J⊔J ′={i1,...,in}

F̃ah;J F̃
b
h ′;J ′

)
. (3.29)

Let us introduce the operator K ∈ End(V ⊗ CJ(ei)i∈IK), specified by its matrix of coefficients
in the chosen basis as Ki

a := δia − Bi
j,aej − C˛i

j,aG
j. Since Gj contains only terms of positive

degree, K = idV + O(
∑

i∈I ei) is invertible. We can then rewrite

F̃
i0
g;i1,...,in =

n∑
l=1

B̃
i0
il,aF̃

a
g;i1,...,îl,...,in

+
1
2
C̃˛i0,b

a F̃ag−1;i1,...,in,b +
1
2
C̃˛i0

a,b

∑
h+h ′=g

J⊔J ′={i1,...,in}

F̃ah;JF̃
b
h ′;J ′ ,

(3.30)

where we have set

B̃i
j,k = (K−1)ia

(
Ba
j,k + C˛a

b,kH
b
j

)
, C̃˛i,j

k = (K−1)iaC
˛a,j
k , C̃˛i

j,k = (K−1)iaC
˛a
j,k . (3.31)

The recursive definition of (B̃[m])m⩾0 in (3.24) is tailored such that Ki
aB̃

a
j,k = Bi

j,k+C
˛i
a,kH

a
j , so

it matches with the homogeneous components of B̃ defined by (3.31). Similarly the recursive
definitions of (C̃˛[m])m⩾0 and (C̃˛[m])m⩾0 in (3.24) match the homogeneous components of
the tensors defined by (3.31). This concludes the proof by induction.

As for the convergence statement, when Gi has a non-zero radius of convergence r > 0 for all
i ∈ I, then Hi

j = ∂ejG
i has at least radius of convergence r for all i, j ∈ I. Thus, the operator

K−1 also has a non-zero radius of convergence, say r ′ > 0. Therefore Ã, B̃, C̃˛, C̃˛, D̃ all have a
radius of convergence larger or equal to r ′′ = min(r, r ′) > 0. From the F-TR relation we deduce
that F̃g,1+n has a radius of convergence larger or equal to r ′′. □

Remark 3.5. For a given vector τ ∈ V , we can specialise the translated amplitudes by taking
W = V , ι = idV , and considering the partial function

evτ : (V
∗)⊙ −→ C ,

∑
m⩾0

λm,j1 · · · λm,jm 7−→
∑
m⩾0

⟨λm,j1 , τ⟩ · · · ⟨λm,jm , τ⟩ , (3.32)
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where the value is defined if and only if the sum is absolutely convergent for some norm on V .
In coordinates, setting τ = τiei, we have

evτ :
∑
m⩾0

ej1 · · · ejm 7−→
∑
m⩾0

τj1 · · · τjm . (3.33)

If the evaluation τG := evτ◦G is convergent, so do τH := evτ◦H and the translated amplitudes

τFg,1+n := evτ ◦ F̃g,1+n =
∑
m⩾0

1
m!
Fg,1+n+m

(
id⊗n

V ⊗ τ⊗m
)

. (3.34)

In this case, the vector potential associated to the translated amplitudes is given by

τΦ(x) = Φ(x+ τ) −  h−1( τG+ τH(x)
)

. (3.35)

This formalises the heuristic argument presented at the beginning of the section.

4. F-COHOMOLOGICAL FIELD THEORIES

In this section we recall the definition of F-cohomological field theories, following [BR21;
ABLR23], and study their symmetries. We work in cohomology with coefficients in C. There
are obvious variants in cohomology with rational coefficients or in Chow.

4.1. F-cohomological field theories

Let Mg,1+n be the Deligne–Mumford moduli space of stable curves of genus g with (1 + n)

marked points labelled as 0, 1, . . . ,n. Given a splitting h + h ′ = g of the genus and a splitting
J ⊔ J ′ = [n] of the marked points, we consider the gluing morphism of separating kind:

φ : Mh,1+(1+|J|) ×Mh ′,1+|J ′| −→ Mg,1+n . (4.1)

This morphism consists in gluing the first node from the left factor to the first node from the
right factor, thus creating a stable curve. We also consider the morphism forgetting the last
marked point and (if necessary) stabilising, i.e. contracting to a point the unstable components
of the normalisation:

π : Mg,1+(n+1) −→ Mg,1+n . (4.2)

Definition 4.1. An F-cohomological field theory (F-CohFT for short) is the data of a vector space
V0, called the phase space, together with a collection of linear maps

Ωg,1+n : V⊗n
0 −→ Heven(Mg,1+n)⊗ V0 (4.3)

indexed by integers g,n ⩾ 0 such that 2g−2+(1+n) > 0 and satisfying the following axioms:

• Ωg,1+n is equivariant for the action of the symmetric group Sn permuting simultane-
ously the tensor factors of V⊗n

0 and the last nmarked points in Mg,1+n;

• whenever g = h + h ′ and J ⊔ J ′ = [n] , pulling back by the corresponding morphism of
separating kind yields

φ∗Ωg,1+n(v1 ⊗ · · · ⊗ vn) = Ωh,1+(1+|J|)

(
Ωh ′,1+|J ′|(vJ ′)⊗ vJ

)
. (4.4)

Furthermore, we say that the F-CohFT has a flat unit if we are provided with a distinguished
element e ∈ V0 such that

π∗Ωg,1+n(v1 ⊗ · · · ⊗ vn) = Ωg,1+(n+1)(v1 ⊗ · · · ⊗ vn ⊗ e) and Ω0,3(v⊗ e) = v . (4.5)
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Example 4.2. Every CohFT (see e.g. [Pan19] for the definition) is an F-CohFT, since the for-
mer requires the additional data of a non-degenerate pairing on V0 and compatibility with
respect to the gluing morphism of non-separating kind. A less trivial class of examples are the
ones constructed from the top Chern class of the Hodge bundle: λg = cg(E) ∈ H2g(Mg,1+n),
where E is the vector bundle whose fibre over a smooth point [C,p0, . . . ,pn] is the space of
holomorphic differentials on C. Given a CohFT (Ωg,n)g,n on V0, the collection of linear maps
(λg · Ωg,1+n)g,n forms an F-CohFT after the appropriate identification of V0 and V∗

0 through
the given pairing. In particular, the class λg itself is a prime example of an F-CohFT.

As in the usual context, the cohomological degree-zero part of a given F-CohFT, that is

Ω0
g,1+n := [deg = 0]Ωg,1+n : V⊗n

0 −→ H0(Mg,1+n)⊗ V0 ∼= V0 , (4.6)

is uniquely characterised by a corresponding algebraic structure, that of an F-TFT (recall Def-
inition 2.4). More precisely, the commutative and associative product on V0 is given by Ω0

0,3,
and the distinguished element is w = Ω0

1,1. From these data, the mapsΩ0
g,1+n are given by

Ω0
g,1+n(v1 ⊗ · · · ⊗ vn) = v1 · · · vn ·wg , (4.7)

i.e. they coincide with the F-TFT amplitudes defined in equation (2.15).

Remark 4.3. There are three small differences in our definition compared to [ABLR23]: they
include the existence of a flat unit in the definition of an F-CohFT, we do not; they consider
F-CohFTs as maps of the form V∗

0 ⊗ V⊗n
0 → Heven(Mg,1+n), while we have moved the V∗

0 to
the right by duality resulting in a slightly different (but equivalent) form for the axioms; they
label marked points as 1, . . . ,n+ 1, while we labelled them 0, . . . ,n.

4.2. Known symmetries of F-CohFTs

Inspired by the Givental group action on CohFTs, in [ABLR23] the authors describe how to
act on F-CohFTs by means of changes of basis, R-actions, and translations. In this section, we
collect the definition of such actions. Before proceeding, recall the definition of ψ-classes: for a
given i ∈ { 0, 1, . . . ,n }, set ψi = c1(Li) ∈ H2(Mg,1+n), where Li is the line bundle whose fibre
over a point [C,p0, . . . ,pn] is the cotangent line T∗pi

C.

Change of basis. Given L ∈ GL(V0), define

(L̂Ω)g,1+n := L ◦Ωg,1+n ◦ (L−1)⊗n . (4.8)

The resulting collection of maps forms an F-CohFT, defining a left group action of GL(V0).

R-action. Recall that boundary strata of Mg,1+n are described by stable graphs (see for in-
stance [PPZ15]). Among all stable curves, those whose Jacobian variety is compact are called
of compact type. Boundary strata parametrising curves of compact type are in one-to-one cor-
respondence with the stable graphs that only have separating edges. Such boundary strata are
described precisely by the set of stable trees (Definition 3.1). For a given stable tree T ∈ Tg,1+n,
the associated closed boundary stratum is MT =

∏
v∈V(T)Mg(v),1+n(v), which comes with the

inclusion map

ξT : MT −→ Mg,1+n . (4.9)

The gluing map of separating kind from (4.1) is an example of inclusion of boundary strata,
corresponding to the stable tree with a single edge connecting two vertices of genera h and h ′
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satisfying g = h+ h ′ and leaves labelled by { 0 } ⊔ J and J ′ respectively (satisfying J ⊔ J ′ = [n]):

0

J

J ′

h

h′

. (4.10)

Given R(u) ∈ Giv := idV0 + uEnd(V0)JuK, called the F-Givental group, define

(R̂Ω)g,1+n :=
∑

T∈Tg,1+n

ξT ,∗

[( ⊗
v∈V(T)

Ωg(v),1+n(v)

)

◦
T

( ⊗
e∈E(T)

ER(ψe ′ ,ψe ′′)

)
◦
T

(
R(−ψ0)⊗

n⊗
i=1

R−1(ψi)

)]
. (4.11)

The operation ◦T is the natural composition along edges and leaves of the rooted stable tree,
precisely as in (3.4). The edge weight is defined as

ER(u
′,u ′′) :=

idV0 − R
−1(u ′) ◦ R(−u ′′)

u ′ + u ′′ ∈ End(V0)Ju ′,u ′′K . (4.12)

The inverse R−1 is meant with respect to the product structure ◦ in End(V0)JuK, that is compo-
sition on End(V0) and multiplication on CJuK. Since R(u) = idV0 +O(u), it is always invertible.

We remark that, contrary to the R-action on CohFTs, there is no symmetry factor in (4.11) since
stable trees do not have non-trivial automorphisms.

Theorem 4.4 (R-action on F-CohFTs [ABLR23]). The collection of maps R̂Ω forms an F-CohFT. The
resulting action is a left group action of the F-Givental group (Giv, ◦).

Translation. Given T(u) ∈ u2V0JuK, define

(T̂Ω)g,1+n :=
∑
m⩾0

1
m!
πm,∗

[
Ωg,1+n+m

(
idV⊗n

0
⊗ T(ψn+1)⊗ · · · ⊗ T(ψn+m)

)]
, (4.13)

where πm : Mg,1+n+m → Mg,1+n is the morphism forgetting the last m marked points (and
stabilising whenever necessary). For each stable (g, 1+n), the sum in equation (4.13) truncates
to a finite sum as T(u) = O(u2) and for cohomological degree reasons.

Theorem 4.5 (Translation of F-CohFTs [ABLR23]). The collection of maps T̂Ω forms an F-CohFT.
The resulting action is an abelian group action of (u2V0JuK,+). Besides, suppose thatΩ is an F-CohFT
with flat unit e. Given R(u) ∈ Giv, set

T ′
R(u) := u

(
R(u) − idV0

)
e and T ′′

R (u) := u
(
idV0 − R

−1(u)
)
e . (4.14)

Then T̂ ′
RR̂Ω and R̂T̂ ′′

RΩ coincide, resulting in an F-CohFT with flat unit e.

4.3. New symmetries of F-CohFTs

As F-CohFTs are subjected to a less restrictive set of axioms compared to CohFTs, one can
expect that they admit a larger group of symmetries. We propose here two additional actions,
the tick and the fork action, that preserve F-CohFTs. Contrarily to the R-action, they act linearly.
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The tick action. Consider the abelian group (for the addition)

tick :=
∏
h⩾0
k⩾2

(
Heven(Mh,k)⊗ V0JuK⊗k

)Sk . (4.15)

Here we took the invariants under the action of the symmetric group Sk by simultaneous
permutation of the V0 factors and the marked points on the moduli space side, and the unstable
summand (h,k) = (0, 2) should be understood as V0JuK⊙2. Given an F-CohFTΩ on V0 and an
element X ∈ tick written as

X =
∑
h⩾0
k⩾2

Xh,k(u1, . . . ,uk) , (4.16)

we define

(X̂Ω)g,1+n :=
∑
m⩾0

1
m!

∑
h∈Zm

⩾0
k∈Zm

⩾2

ξΓh,k,∗

[
Ωg−|h|−|k|+m,1+n+|k|

(
idV⊗n

0

⊗
m⊗
ℓ=1

Xhℓ,kℓ

(
ψ(ℓ,1), . . . ,ψ(ℓ,kℓ)

))]
, (4.17)

where the m = 0 term is just Ωg,1+n and we have denoted |c| := c1 + · · · + cm for an m-tuple
c = (c1, . . . , cm) of positive integers. The map ξΓ : MΓ → Mg,1+n is again the inclusion of the
closed boundary stratum defined by the stable graph Γ, and Γh,k is the stable graph defined as
follows.

• It has a central vertex of genus g − |h| − |k| +m and valency 1 + n + |k|; the half-edges
consist of all the leaves, labelled by 0, 1, . . . ,n, and |k| additional half-edges.

• It hasm additional vertices, called tick vertices, of genera h = (h1, . . . ,hm) and valencies
k = (k1, . . . ,km); all half-edges are connected to the central vertex. In the unstable case
(hi,ki) = (0, 2), this should be amended: there is no vertex but rather a loop attached to
the central vertex.

• The half-edges connecting the central vertex to the ℓ-th tick vertex (with corresponding
ψ-classes appearing in (4.17)) are labelled as (ℓ, 1), (ℓ, 2), . . . , (ℓ,kℓ).

The stable graph and the convention for the tick vertices are depicted below.

Γh,k = g− |h|− |k|+m

0

· · ·

n

· · ·

h1

k1

· · ·
· · ·

hm

km

· · ·

hℓ

(ℓ, 1)
(ℓ, 2) (ℓ,kℓ)

(4.18)

Theorem 4.6. The collection of maps X̂Ω forms an F-CohFT. The resulting action is an abelian group
action of (tick,+). Besides, ifΩ has a flat unit, so does X̂Ω.

Proof. The Sn-equivariance follows directly from the symmetry of Ω and the definition of the
tick action. The preservation of the flat unit axiom by the tick action is straightforward, as the
tick vertices do not have leaves. The fact that we have an abelian group action on collections of
maps is clear. The non-trivial claim is that this action respects the gluing axiom of separating
kind.
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Fix v[n] = v1 ⊗ · · · ⊗ vn ∈ V⊗n
0 , and let φ = ξT be a gluing morphism of separating kind

corresponding to the stable tree from (4.10), splitting the genus as g = h + h ′ and the marked
points (excluding the root) as [n] = J ⊔ J ′. We need to re-express

ξ∗T ξΓh,k,∗

[
Ωg0,1+n+|k|

(
v[n] ⊗

m⊗
ℓ=1

Xhℓ,kℓ

)]
(4.19)

in terms of two classes Ω. Here g0 = g − |h| − |k| +m is the genus of the central vertex and
the ψ-classes in X are omitted from the notation. A strategy would be to move the pullback
to the right of the pushforward, as we will then be able to use the F-CohFT axioms for Ω. To
this end, we have to understand the intersection of the closed boundary strata corresponding
to T and Γh,k. This is the disjoint union of boundary strata corresponding to stable graphs Γ

which map to both T and Γh,k after contraction of edges. The two inclusion morphisms at the
level of the corresponding moduli spaces are denoted ηT and ηΓh,k (we omit the dependence
on Γ) and they are such that the following diagram commutes.

MΓ MT

MΓh,k Mg,1+n

ηΓh,k

ξΓh,k

ξT

ηT

(4.20)

It is important to notice that the pre-image (under the contraction map) in Γ of the unique edge
in T must be separating. Together with the condition kℓ ⩾ 2, this implies that:

(i) it cannot coincide with any pre-image of an edge in Γh,k between the central vertex and
one of the tick vertices;

(ii) it cannot split one of the tick vertices.

Therefore, the set of possible stable graphs Γ consists of exactly those stable graphs obtained
from Γh,k by separating the central vertex into two vertices ν and ν ′ and distributing among
them the genus and the tick vertices:

Γ =

0

ν

h− |hL|− |kL|+ |L|

· · ·
J

· · ·

· · ·
· · ·

L

ν ′

h ′ − |hL′ |− |kL′ |+ |L ′|

· · ·
J ′

· · ·

· · ·
· · ·

L ′

(4.21)

with L ⊔ L ′ = [m], hL = (hℓ)ℓ∈L and similarly for hL ′ , kL, and kL ′ . In cohomology, the
commuting diagram yields

ξ∗T ξΓh,k,∗ =
∑
Γ

ϵΓ · ηΓh,k,∗ η
∗
T , (4.22)

where ϵΓ is the excess class, i.e. the Euler class of the normal bundle of the intersection of the
two boundary strata under consideration. As explained in [PPZ15], it is equal to

ϵΓ =
∏
e

(−ψe ′ −ψe ′′) , (4.23)
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where the product ranges over all edges of Γ that are common to T and Γh,k, and (ψe ′ , ψe ′′)

are the ψ-classes attached to the marked points joined by e. Condition (i) implies that there
are no such edges, hence ϵΓ = 1 for all Γ. We then employ (4.22) in (4.19): since ηT is a gluing
morphism of separating kind andΩ is an F-CohFT, we have

η∗TΩg0,1+n+|k|

(
v[n] ⊗

m⊗
ℓ=1

Xhℓ,kℓ

)

= Ωh0,1+(1+|J|+|kL|)

(
Ωh ′

0,1+|J ′|+|kL ′ |

(
vJ ′ ⊗

⊗
ℓ∈L ′

Xhℓ,kℓ

)
⊗ vJ ⊗

⊗
ℓ∈L

Xhℓ,kℓ

)
(4.24)

where h0 = h− |hL|− |kL|+ |L| and h ′
0 = h ′ − |hL ′ |− |kL ′ |+ |L ′|. Applying further ηΓh,k,∗ to the

above equation means pushing forward by the map contracting all edges of the tick vertices.
This can be achieved by contracting the edges connecting the tick vertices to ν ′ first, and the
edges connecting the tick vertices to ν second:

ηΓh,k,∗ = ην,∗ ◦ ην ′,∗ . (4.25)

We conclude the computation by summing over all stable graphs Γh,k as above, and then over
all compatible stable graphs Γ. In view of (4.25), this re-constructs two independent tick actions
on the two F-CohFTs placed at ν and ν ′, namely

ξ∗T (X̂Ω)g,1+n(v[n]) = (X̂Ω)h,1+(1+|J|)

(
(X̂Ω)h ′,1+|J ′|(vJ ′)⊗ vJ

)
. (4.26)

This concludes the proof. □

Remark 4.7. The tick action commutes with the translation but does not commute with the
change of basis. Instead, we have L̂X̂Ω = X̂LL̂Ωwith [XL]h,k := L⊗k ◦Xh,k. The tick action
does not commute with the R-action, and generates new operations when combined with it.

The fork action. The existence of tick symmetries relies on the conditions (i) and (ii), i.e. the
added vertices cannot be split by a separating edge and they must be connected to the central
one by non-separating edges. There is another situation in which both properties are satisfied,
namely if we add genus 0 vertices with one input and many outputs that we connect to the
central one. Indeed, if such vertices have one input and two outputs they cannot be split (they
are associated to the moduli space M0,3 = { ∗ }), and if they have one input and at least three
outputs they can only be split by an edge that appears to be non-separating.

In order to define such an action, we introduce the vector space

fork :=
∏
k⩾2

forkk , forkk := Hom
(
V0,Heven(M0,1+k)⊗ (V0JuK)⊗k

)Sk . (4.27)

Again, we take the invariants under the action of the symmetric group Sk by simultaneous
permutation of the V0 factors in the target and the last k marked points on the moduli space.
Elements in fork are written as

Ψ =
∑
k⩾2

Ψk(u1, . . . ,uk) , (4.28)
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where we consider Ψk as a cohomology-valued map from V0 to V⊗k
0 . We equip fork with the

(non-commutative, associative) product ⋆, defined for Ψ,Ψ ′ ∈ fork by

Ψ ⋆ Ψ ′ := Ψ+ Ψ ′ +
∑

p,m∈Z⩾0
p+m⩾2

1
m!

∑
k∈Zm

⩾2

ξTp,k,∗

[(
idV

⊗p
0

⊗
m⊗
ℓ=1

Ψ ′
kℓ
(u(ℓ,1), . . . ,u(ℓ,kℓ))

)
◦ Ψp+m

(
u1, . . . ,up,ψ(1,0), . . . ,ψ(m,0)

)]
. (4.29)

Here, Tp,k is the genus zero stable tree with a root vertex ν0 having leaves labelled from 1 to
p, and connected to vertices (νℓ)

m
ℓ=1 themselves having leaves labelled (ℓ, 1), . . . , (ℓ,kℓ). The

half-edge incident to νℓ and opposite to ν0 is labelled (ℓ, 0), and it appears with corresponding
ψ-class in the formula.

Tp,k =
1

p
(1

, 0
)

(m
, 0)

(1, 1)
(1,k1)

(m, 1)

(m,km)

0

0

0

(4.30)

The contribution of Tp,k in the formula is understood as an element of forkp+|k|, where the
variables u1, . . . ,up,u(1,1), . . . ,u(1,k1), . . . ,u(m,1), . . . ,u(m,km) (in this order) are understood as
the variables corresponding to the marked points labelled from 1 to p+ |k|.

Given an F-CohFTΩ and an element Ψ ∈ fork, define

(Ψ̂Ω)g,1+n(v1 ⊗ · · · ⊗ vn) :=
∑
m⩾0

1
m!

∑
I⊔J=[n]

J={j1<···<jm}

ξΓI,k,∗

[
Ωg−|k|+m,1+|k|+m

(
vI ⊗

m⊗
ℓ=1

Ψkℓ

(
ψ(ℓ,1), . . . ,ψ(ℓ,kℓ)

)
(vjℓ)

)]
, (4.31)

where them = 0 term is justΩg,1+n and ΓI,k is the stable graph defined as follows.

• It has a central vertex of genus g− |k|+m and valency 1+ |I|+ |k|; the half-edges consist
of leaves labelled by { 0 } ⊔ I and |k| additional half-edges.

• It has m additional vertices, called fork vertices, of genus 0 and valencies 1 + k = (1 +

k1, . . . , 1 + km); the ℓ-th fork vertex has a single leaf labelled by jℓ ∈ J and kℓ half-edges
connected to the central vertex.

• The half-edges connecting the central vertex to the ℓ-th fork vertex (with corresponding
ψ-classes appearing in (4.31)) are labelled as (ℓ, 1), (ℓ, 2), . . . , (ℓ,kℓ).

The stable graph and the convention for the fork vertices are depicted below.

ΓI,k = g− |k|+m

0

· · ·

I

· · ·

0

k1

· · ·
· · ·

0

km

J

· · ·

0

jℓ

(ℓ, 1)
(ℓ, 2) (ℓ,kℓ)

(4.32)
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Theorem 4.8. The collection of maps Ψ̂Ω forms an F-CohFT. The resulting action is a left group action
of (fork, ⋆).

Proof. The composition product was defined exactly to have a left group action, i.e.

∀Ψ, Ψ ′ ∈ fork Ψ̂Ψ̂ ′Ω = Ψ̂ ⋆ Ψ ′Ω . (4.33)

The proof that this action preserves F-CohFTs is similar to that of Theorem 4.6 and omitted. □

Remark 4.9. If Ω has a flat unit, Ψ̂Ω may not have one. Furthermore, the fork action does not
commute with the change of basis. Instead, we have L̂Ψ̂Ω = Ψ̂LL̂Ωwith [ΨL]k := L⊗k ◦Ψ ◦L−1

for k ⩾ 2. The fork action does not commute with the translation. Instead, we have T̂ Ψ̂Ω =

Ψ̂X̂Ψ,T T̂Ω involving the tick action

[XΨ,T ]h,k(u1, . . . ,uk) := δh,0 δk⩾3 π∗
[
Ψk(u1, . . . ,uk)(T(ψk+1))

]
, (4.34)

where π : M0,k+1 → M0,k is the morphism forgetting the last marked point and stabilising
whenever necessary. There is no contribution for k = 2 because the corresponding moduli
space would be M0,3 = { ∗ } and this would force an insertion of T(0) = 0. Most interestingly,
the fork action does not commute with the R-action and generates new operations when com-
bined with it.

5. IDENTIFICATION OF THE TWO THEORIES

5.1. F-CohFT amplitudes

Our main goal is to associate to a given F-CohFT Ω on V0 a collection of linear maps, called
amplitudes, of the form

Fg,1+n ∈ Hom(V⊙n
+ ,V+) on V+ := V0[u] (5.1)

that capture all intersections ofΩwith ψ-classes. The space V+ of V0-valued polynomials in u
is called the loop space, and the variable u is responsible for controlling all possible powers of
ψ-classes.

Unlike the usual setting, however, the definition of amplitudes associated to F-CohFTs involves
the choice of an element U ∈ End(V0)[u0]JuK that keeps track of ψ0, the class coupled to the
output vector of the given F-CohFT. This is because, while F-CohFTs naturally treat input and
output vectors differently, ψ0 is treated on the same footing as all other ψ-classes. Thus, we
are forced to ‘dualise’ the loop variable to obtain an element of V+ as output.

To this end, it will prove useful to introduce the space

V− := V0[u
−1]

du
u

(5.2)

of V0-valued polynomial differential forms in u−1. The spaces V+ and V− can be considered
as ‘partially dual’ to each other, with the duality taking place on the loop variable but not on
V0. Indeed, interpreting V+ = V0 ⊗ C[u] and V− = V0 ⊗ C[u−1]du

u , we have the following
identification at the level of loop variables: C[u]∗ ∼= CJu−1Kdu

u , realised by the residue pairing

⟨χ, f⟩ = Res
u=0

f(u)χ(u) (5.3)

for f ∈ C[u] and χ ∈ CJu−1Kdu
u . This interpretation will perhaps make the following definitions

more natural.
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Definition 5.1. An element U(u0,u) ∈ End(V0)[u0]JuK is called non-degenerate if there exists
D(u0,u) ∈ End(V0)[u

−1
0 ]Ju−1Kdu0 du

u0u
such that

Res
u,u1=0

U(u0,u)D(u,u1)f(u1) = f(u0) , Res
u,u1=0

D(u0,u)U(u,u1)χ(u1) = χ(u0) , (5.4)

for all f ∈ V+ and all χ ∈ V−. We call U an up-morphism, and D a down-morphism.

Considering the ‘partial duality’ between V+ and V−, it is natural to consider U and D as linear
operators:

U : V− −→ V+ U[χ](u0) := Res
u=0

U(u0,u)χ(u) ,

D : V+ −→ V− D[f](u0) := Res
u=0

D(u0,u)f(u) .
(5.5)

Abusing notations, we denote these maps with the symbols U and D respectively. The non-
degeneracy condition simply asserts that U and D are inverses of each other as operators:
U ◦D = idV+ and D ◦U = idV− .

For a fixed basis (eα)α∈a of V0, we have the natural bases

e(α,k) := eαuk ∈ V+ , ekα := eα
du
uk+1 ∈ V− , (5.6)

indexed by (α,k) ∈ I = a× Z⩾0. The positioning of the indices has been chosen to maintain a
consistent use of Einstein’s convention. In this case, the expression for U and D is given as

U
[
ejβ
]
= U

α;i,j
β e(α,i) , D

[
e(β,j)

]
= Dα

β;i,j eiα , (5.7)

(which explains the choice of names for U and D as up- and down-morphisms respectively)
and the non-degeneracy condition is Uβ;j,m

µ D
µ
α;m,i = δ

β
α δ

j
i and D

β
µ;j,mU

µ;m,i
α = δβα δ

i
j.

Example 5.2. A standard choice of up/down-morphisms is

U(u0,u) = idV0

1
1 − u0u

= idV0

∑
k⩾0

(u0u)
k ,

D(u0,u) = idV0

du0 du
u0u− 1

= idV0

∑
k⩾0

du0 du
(u0u)k+1 .

(5.8)

In this case, we have U
α;i,j
β = δαβ δ

i,j and Dα
β;i,j = δ

α
β δi,j.

Definition 5.3. Let Ω be an F-CohFT and (U,D) a choice of up/down-morphisms. Define the
amplitudes associated toΩ as the collection of linear maps Fg,1+n ∈ Hom(V⊙n

+ ,V+) given by

Fg,1+n(f1 ⊗ · · · ⊗ fn)(u0) :=

∫
Mg,1+n

U(u0,ψ0)
[
Ωg,1+n

(
f1(ψ1)⊗ · · · ⊗ fn(ψn)

)]
, (5.9)

where fi = fi(u) ∈ V+ and the F-CohFT is extended from V0 to V+ by linearity. The ancestor
(vector) potential associated toΩ is the  h−1V+J hK-valued formal function

Φ(x) :=
∑

g,n⩾0
2g−2+(1+n)>0

 hg−1

n!
Fg,1+n(x

⊗n) , (5.10)

where x = x(u) is the formal variable in V+. In other words:

Φ ∈ FunV+
:=

∏
g,n⩾0

 hg−1 Hom(V⊙n
+ ,V+) . (5.11)



SYMMETRIES OF F-COHFTS AND F-TR 27

We emphasise that, contrary to the usual setting, the amplitudes associated to a given F-CohFT
depend on the choice of up/down-morphisms. Abusing notations, we omit this dependence.
The necessity of such a choice is perhaps more transparent in coordinates: with the notation
from (5.6) and (5.7), set〈

τ
β
ℓ τ(α1,k1) · · · τ(αn,kn)

〉Ω
g

:=

∫
Mg,1+n

〈
eβ,Ωg,1+n(eα1 ⊗ · · · ⊗ eαn)

〉
ψℓ

0

n∏
i=1

ψki

i . (5.12)

Here ⟨eβ, eα⟩ = δ
β
α is the canonical pairing between V∗

0 and V0. Then the amplitudes in coor-
dinates read

F
(α0,k0)
g;(α1,k1),...,(αn,kn)

= U
α0;k0,ℓ
β

〈
τ
β
ℓ τ(α1,k1) · · · τ(αn,kn)

〉Ω
g

(5.13)

and the ancestor potential is given by

Φ(x) =
∑

g,n⩾0
2g−2+(1+n)>0

 hg−1

n!
F
(α0,k0)
g;(α1,k1),...,(αn,kn)

e(α0,k0)

n∏
i=1

x(αi,ki) , (5.14)

where x = x(α,k)e(α,k) denotes the formal variable on V+.

Remark 5.4. Since Mg,1+n has complex dimension 3g − 2 + n, the evaluation of the tensors
Fg,1+n ∈ Hom(V⊙n

+ ,V+) on monomials v1u
d1 ⊗· · ·⊗vnudn vanishes whenever d1+ · · ·+dn >

3g− 3 + (n+ 1). In particular, the tensor can be extended to Hom(V̂⊙n
+ ,V+) for

V̂+ := V0JuK , (5.15)

called the completed loop space. By composition with the natural inclusion V+ ↪→ V̂+, it can
also be considered as an element of Hom(V̂⊙n

+ , V̂+). In the following, it will prove useful to
introduce the ‘partial dual’ completed space

V̂− := V0Ju−1K
du
u

. (5.16)

5.2. Actions on F-CohFT amplitudes

We can now describe the result of the different actions on F-CohFT at the level of ampli-
tudes. For changes of basis and R-actions, this requires a concomitant transformation of the
up/down-morphisms used to define the transformed amplitudes. Throughout the rest of the
section, we fix an F-CohFTΩ on V0 together with a choice (U,D) of up/down-morphisms.

Change of basis. Given L ∈ GL(V0), the amplitudes associated to L̂Ω are given by

(L̂F)g,1+n := L ◦ Fg,1+n ◦ (L−1)⊗n , (5.17)

considering L and L−1 as elements in GL(V+), provided we use the new up/down-morphisms
LU(u0,u) := L ◦U(u0,u) ◦ L−1 , LD(u0,u) := L ◦D(u0,u) ◦ L−1 (5.18)

to define the amplitudes L̂F of L̂Ω. Indeed:

(L̂F)g,1+n(f1 ⊗ · · · ⊗ fn) =
∫
Mg,1+n

LU(u0,ψ0)
[
L̂Ωg,1+n

(
f1(ψ1)⊗ · · · ⊗ fn(ψn)

)]
=

∫
Mg,1+n

(
L ◦U(u0,ψ) ◦ L−1)[L ◦Ωg,1+n

(
L−1f1(ψ1)⊗ · · · ⊗ L−1fn(ψn)

)]
= L ◦

∫
Mg,1+n

U(u0,ψ)
[
Ωg,1+n

(
L−1f1(ψ1)⊗ · · · ⊗ L−1fn(ψn)

)]
=
(
L ◦ Fg,1+n ◦ (L−1)⊗n

)
(f1 ⊗ · · · ⊗ fn) .

(5.19)
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Notice that the above computation fixes the new up-morphism LU. The non-degeneracy
condition satisfied by U immediately implies that LU is non-degenerate too, with associated
down-morphism given as in (5.18).

To sum up, the transformed amplitudes L̂Fg,1+n are of the form LFg,1+n, where the notation
is in accordance with the one introduced in Section 3.1 for changes of bases in the context of
F-Airy structures. In particular, the ancestor potential transforms as

LΦ = L ◦Φ ◦ L−1 . (5.20)

The changes of basis for F-CohFTs realise only special changes of bases for the amplitudes,
namely those corresponding to Lt = Ls = L induced by GL(V0) ⊂ GL(V+).

R-action. Let R ∈ Giv be an R-matrix. In order to analyse the amplitudes associated to R̂Ω, we
need to introduce three operators BR ∈ Hom(V+, V̂+), LR,s, LR,t ∈ GL(V̂+) associated to the
R-matrix as follows.

• First, recall the definition of the edge weight (4.12):

ER(u0,u) =
idV0 − R

−1(u0) ◦ R(−u)
u0 + u

∈ End(V0)Ju0,uK , (5.21)

Notice that ER can be equivalently considered as a linear operator:

ER : V− −→ V̂+ , ER[χ](u) := Res
u ′=0

ER(u,u ′)χ(u ′) . (5.22)

Then, we have a well-defined map BR := ER ◦D ∈ Hom(V+, V̂+), explicitly given by

BR[f](u0) = Res
u,u ′=0

ER(u0,u)D(u,u ′) f(u ′) . (5.23)

• Second, let LR,s and LR,t be the elements in GL(V̂+) acting as multiplication by R(u) and
R(−u) respectively:

LR,s[f](u) := R(u)f(u) , LR,t[f](u) := R(−u)f(u) . (5.24)

Notice that LR,s and LR,t are indeed invertible, with inverse being the multiplication by
R−1(u) and R−1(−u) respectively.

• Third, let VR,+ := LR,t(V+). This is a subspace of V̂+ isomorphic to V+. We introduce a
new up-morphism RU : V− → VR,+ by the formula

RU(u0,u) := R(−u0) ◦U(u0,u) ◦ R−1(−u) . (5.25)

We stress that the new up-morphism does not take value in V+ but in the isomorphic space
VR,+. Unlike the case above, its invertibility is not immediately clear. To justify it we notice
that the new up-morphism RU can be written as the composition

RU = LR,t ◦U ◦M−1
R : V− −→ VR,+ , (5.26)

where LR,t ∈ GL(V̂+) is the multiplication by R(−u) as above, U is the old up-morphism, and
M−1

R ∈ GL(V−) is defined as

M−1
R [χ](u) :=

[
R−1(−u)χ(u)

]
−

. (5.27)

Here [ · ]− is the projection from dV̂+ ⊕ V− to the V− summand, and we have silently used the
natural inclusion VR,+ ↪→ V̂+. It is easy to see thatM−1

R is indeed invertible, with inverse given
by

MR[χ](u) =
[
R(−u)χ(u)

]
−

. (5.28)
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The notation has been fixed so that it matches with the R-matrix. It is then clear that RU is
indeed invertible, with inverse given by

RD :=MR ◦D ◦ L−1
R,t : VR,+ −→ V− . (5.29)

With these conventions, using the non-degeneracy condition D ◦U = idV− , it is easy to check
that the amplitudes associated to R̂Ω and the up-morphism RU are the elements (R̂F)g,1+n ∈
Hom(V⊙n

R,+,VR,+) given by

(R̂F)g,1+n = LR,t ◦

 ∑
T∈Tg,1+n

( ⊗
v∈V(T)

Fg(v),1+n(v)

)
◦
T

( ⊗
e∈E(T)

BR

) ◦ (L−1
R,s)

⊗n . (5.30)

On the right-hand side, Remark 5.4 was used to upgrade the definition Fg,1+n from an element
of Hom(V⊙n

+ ,V+) to an element of Hom(V⊙n
R,+,V+). For the same finiteness reason, (R̂F)g,1+n

also extend as elements of Hom(V̂⊙n
+ , V̂+).

The justification of (5.30) together with the formula for the new up-morphism (5.25) is com-
pletely analogous to (5.19) and omitted. To sum up, the transformed amplitudes are of the
form LR(BRF), following the notation introduced in Section 3 for changes of bases and Bogoli-
ubov transformations in the context of F-Airy structures. The corresponding transformation of
the ancestor potential is uniquely characterised by the following fixed point equation:(

L−1
R,t ◦

RΦ
)
(x) = Φ

(
L−1
R,s(x) +  h

(
BR ◦ L−1

R,t ◦
RΦ
)
(x)
)

. (5.31)

Translation. Given T(u) ∈ u2V0JuK, the amplitudes associated to T̂Ω and the same up/down-
morphisms are simply

(T̂F)g,1+n =
∑
m⩾0

1
m!
Fg,1+n+m

(
id⊗n

V+
⊗ T⊗m

)
. (5.32)

In particular the translated amplitudes take the form TF, following the notation introduced in
Section 3.3 for translations in the context of F-Airy structures (cf. Remark 3.5). In particular,
the ancestor potential transforms as

TΦ(x) = Φ(x+ T) −  h−1(G+H(x)
)

(5.33)

where G :=
∑

m⩾2
1
m!F0,1+m(T⊗m) and H(x) :=

∑
m⩾1

1
m!F0,2+m(x⊗ T⊗m).

Tick and fork actions. Ticks and forks act linearly on F-CohFTs and they act as differential
operators at the level of ancestor potentials (we omit the action at the level of amplitudes,
since it is easy to extract it from the definition). To formulate it precisely, we first introduce
the following variant of the Weyl algebra of differential operators on V+. As a graded vector
space, it is

WV+
:=

∏
g,n,m⩾0

WV+ [g,n,m] , WV+ [g,n,m] :=  hg−1 Hom(V⊙n
+ ,V⊙m

+ ) , (5.34)

where the respective summands have weight 2g−2+n+m. As an associative algebra it is the
quotient of the free complete associative algebra generated by V+ and V∗

+ modulo the relations

∀v, w ∈ V+ ∀λ, µ ∈ V∗
+ [v,w] = 0 , [v, λ] =  hλ(v) , [λ,µ] = 0 . (5.35)

We consider its subalgebra W⩾0
V+

keeping only components of non-negative weight.

We let W⩾0
V+

act in a CJ hK-linear and natural way on the space of vector-valued formal functions
on V+, that is on

FunV+
:=

∏
g,n⩾0

 hg−1 Hom(V⊙n
+ ,V+) . (5.36)
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On the generators of WV , this means:

• elements of Hom(V+,C) act by multiplication in the completed symmetric algebra of V∗
+;

• an element v ∈ V+ acts on λ ∈ V∗
+ as v.λ :=  hλ(v) and this action is extended to a

derivation on FunV+ .

The corresponding representation is denoted Op : W⩾0
V+

→ End(FunV+). Ticks and forks de-
termine elements of the Weyl algebra upon integration over the moduli space of curves. More
precisely, the following hold, without any change of up/down-morphisms.

• Given X ∈ tick, the ancestor potential associated to X̂Ω is

XΦ = exp

[∑
h⩾0
k⩾2

Op

(∫
Mh,k

Xh,k

)]
.Φ (5.37)

where it is understood that in the (0, 2)-summand the integration is omitted: there is no
moduli space and X0,2 is already an element of V⊙2

+ .

• Given Ψ ∈ fork, the ancestor potential associated to Ψ̂Ω is

ΨΦ = exp

[∑
k⩾2

Op

(∫
M0,1+k

Ψk

)]
.Φ . (5.38)

Note that the operators appearing in the exponential for the fork action do not necessarily com-
mute with each other (they are of the form x∂kx) while the ones appearing in the exponential
for the tick action do commute (they are of the form ∂kx).

5.3. The identification

The striking similarity between F-Airy structures and F-CohFTs is not a coincidence, and is
parallel to the one explored in [DOSS14] in the ordinary case. The identification consists of
two steps. Firstly, we identify the two theories for a ‘small’ set of cases, namely topological
F-CohFTs on V0 (i.e. F-CohFT obtained by coupling the fundamental class of Mg,1+n to an
F-TFT) with certain F-Airy structures on the loop space V+ = V0[u]. Secondly, we identify the
action on the two theories.

topological
F-CohFTs on V0

F-Airy structures
on V+

Thm. 5.8

actions
from Sec. 4.2

actions
from Sec. 3

Thm. 5.9

The only actions we are going to consider at the level of F-CohFT are the changes of basis, R-
actions and translations. Handling tick and fork actions would bring us to the world of ‘higher
F-Airy structures’, in the same flavour as the higher Airy structures considered in [BBCCN24].
The corresponding higher F-topological recursion would have higher-degree terms instead
of just quadratic terms in (2.3). There is no difficulty in posing a definition of higher F-Airy
structure and introduce actions on their defining tensors that would then implement the tick
and fork actions on F-CohFTs at the level of amplitudes. As this would demand another level
of notational complexity without any surprise in the logic, we refrain from discussing it further.
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Topological F-CohFTs. Let us start by defining topological F-CohFTs.

Lemma 5.5. Let (V0, ·,w) be an F-TFT. The collection of maps

Ωg,1+n : V⊗n
0 −→ H0(Mg,1+n)⊗ V0 , v1 ⊗ · · · ⊗ vn 7−→ [1]⊗

(
v1 · · · vn ·wg

)
, (5.39)

where [1] ∈ H0(Mg,1+n) is the fundamental class, forms an F-CohFT on V0. F-CohFTs of this type are
called topological F-CohFT. If the original F-TFT is unital, the associated F-CohFT has a flat unit.

Proof. The fact that the collection of maps (Ωg,1+n)g,n forms an F-CohFT is a straightforward
consequence of the compatibility of the fundamental class with gluing pullbacks and the com-
mutativity/associativity of the F-TFT product. If the F-TFT is unital, the flat unit axiom follows
from the fundamental class being compatible with the forgetful pullback. □

The amplitudes associated to the trivial CohFT (that is, the fundamental class) are recursively
computed by topological recursion after Laplace transform. This is nothing but a reformula-
tion of Witten’s conjecture/Kontsevich’s theorem [Wit91; DVV91; Kon92] in terms of Virasoro
constraints. As a consequence, we find that the amplitudes associated to a topological F-CohFT
are again computed by F-topological recursion after Laplace transform. In order to state the
precise result, preliminary considerations are due.

Definition 5.6. First, we introduce a second loop space:

Υ+ := ζV0[ζ
2] . (5.40)

The space Υ+ is related to V+ through the Laplace isomorphism:

L : Υ+ −→ V+ , L[f](u) :=
1√
2πu

∫+∞
−∞ e−

ζ2
2u df(ζ) . (5.41)

Concretely, L−1 maps the basis vector e(α,k) := eαuk to the basis vector ϵ(α,k) := eα ζ2k+1

(2k+1)!! .

We can also consider the ‘partial dual’ space and the associated Laplace isomorphism:

Υ− := V0[ζ
−2]

dζ
ζ2 , L∗ : V− −→ Υ− . (5.42)

The duality in the loop variable is defined analogously through the formal residue. Con-
cretely, the dual isomorphism maps the basis vector ekα := eα du

uk+1 to the basis vector ϵkα :=

eα
(2k+1)!!
ζ2k+2 dζ. The Laplace isomorphisms also extend to isomorphisms involving V̂± and the

completed loop spaces

Υ̂+ := ζV0Jζ2K , Υ̂− := V0Jζ−2K
dζ
ζ2 . (5.43)

After applying the Laplace isomorphisms (L−1)⊗2 to U and (L∗)⊗2 to D, we obtain the ele-
ments U ∈ ζ0ζEnd(V0)[ζ

2
0]Jζ

2K and ∆ ∈ End(V0)[ζ
−2
0 ]Jζ−2Kdζ0dζ

ζ2
0ζ

2 . The non-degeneracy condi-
tion is equivalent to

Res
ζ,ζ1=0

U(ζ0, ζ)∆(ζ, ζ1)f(ζ1) = f(ζ0) , Res
ζ,ζ1=0

∆(ζ0, ζ)U(ζ, ζ1)χ(ζ1) = χ(ζ0) (5.44)

for any ϕ ∈ Υ+ and χ ∈ Υ−. Again, we can interpret both U and ∆ as linear operators:

U = L−1 ◦U ◦ (L∗)−1 : Υ− −→ Υ+ U[χ](ζ0) := Res
ζ=0

U(ζ0, ζ)χ(ζ) ,

∆ = L∗ ◦D ◦L : Υ+ −→ Υ− ∆[f](ζ0) := Res
ζ=0

∆(ζ0, ζ)f(ζ) ,
(5.45)

and the non-degeneracy condition simply states that U and ∆ are inverses of each other.
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Example 5.7. The standard up/down-morphisms of Example 5.2 yield, after application of the
Laplace isomorphism

U(ζ0, ζ) = idV0

∑
k⩾0

(ζ0ζ)
2k+1

(2k+ 1)!!2
= idV0

1
ζ0ζ

(
1F2

[
1

1
2

1
2

](ζ2
0ζ

2

4

)
− 1
)

,

∆(ζ0, ζ) = idV0

∑
k⩾0

(2k+ 1)!!2

(ζ0ζ)2k+2 dζ0 dζ = idV0 dζ0 dζ

(
1
ζ0ζ

3F0

[
1
2

1
2 1
∅

](
4ζ−2

0 ζ−2)) .
(5.46)

Here pFq is a generalised hypergeometric series. The up-morphism can be alternatively writ-
ten as U(ζ0, ζ) = idV0

π
2 L0(ζ0ζ), where L0 is the modified Struve function of order 0. In coor-

dinates, it yields U[ϵkα] = ϵ(α,k) and ∆[ϵ(α,k)] = ϵ
k
α.

Theorem 5.8. Let (V0, ·,w) be an F-TFT. For a fixed choice of up/down-morphisms (U,D), denote by
(Fg,1+n)g,n the associated amplitudes on V+. Their Laplace transform, that is

L−1 ◦ Fg,1+n ◦L⊗n ∈ Hom(Υ⊙n
+ ,Υ+) , (5.47)

are computed by F-topological recursion from the following F-Airy structure:

A ∈ Hom(Υ⊙2
+ ,Υ+) A(f1 ⊗ f2) = U

[
df1 ·0 df2

]
∈ Υ+ ,

B ∈ Hom(Υ⊗2
+ ,Υ+) B(f1 ⊗ f2) = U

[
df1 ·0 ∆f2

]
∈ Υ+ ,

C˛ ∈ Hom(Υ+,Υ⊗2
+ ) C˛(f) =

(
(U ⊗ idΥ+) ◦ κ0

)[
∆f
]
∈ Υ+ ⊗̂Υ+ ,

C˛ ∈ Hom(Υ⊙2
+ ,Υ+) C˛(f1 ⊗ f2) = U

[
∆f1 ·0 ∆f2

]
∈ Υ+ ,

D ∈ Υ+ D = 1
2 U
[
ϖ0

]
∈ Υ+ .

(5.48)

Here the following notations/conventions have been used.

• The linear map U is the extension of U to Υ := V0((ζ
2))dζ = dΥ̂+ ⊕ Υ− which is zero on dΥ̂+.

• The product ·0 is the one induced by the F-TFT on V0-valued 1-forms (that is, the product · on V0

and the usual product on 1-forms), twisted by θ0 :=
1

ζ2dζ :

χ1(ζ) ·0 χ2(ζ) :=
(
χ1(ζ) · χ2(ζ)

)
θ0(ζ) . (5.49)

• The map κ0 : Υ− → Υ− ⊗̂Υ+ is defined as

χ(ζ) 7−→
∑
k⩾0

(
χ(ζ1)

(
θ0(ζ1)

dζ1

ζ2k+2
1

))
⊗
(
wζ2k+1

2

)
(5.50)

In other words, κ0 is the multiplication of χ(ζ1)θ0(ζ1)⊗w by ζ2dζ1
ζ2

1−ζ2
2
, expanded in geometric series

in the regime |ζ1| > |ζ2|.

• ϖ0 := wθ0(ζ)
(dζ)2

(2ζ)2 ∈ Υ−.
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In coordinates, for a fixed basis (e(α,k) = eαuk)α,k of V+ with structure constants eβ · eγ = Pαβ,γeα
and distinguished vector w = wαeα, we have

A
(α,i)
(β,j),(γ,k) = U

α;i,0
λ Pλβ,γ δj,k,0 ,

B
(α,i)
(β,j),(γ,k) = U

α;i,ℓ
λ Pλβ,µD

µ
γ;m,k δ

m+1
ℓ+j

(2m+ 1)!!
(2ℓ+ 1)!!(2j− 1)!!

,

C˛(α,i),(β,j)
(γ,k) = U

α;i,ℓ
λ wβDλ

γ;m,k δ
m+j+2
ℓ

(2m+ 1)!!(2j+ 1)!!
(2ℓ+ 1)!!

,

C˛(α,i)
(β,j),(γ,k) = U

α;i,ℓ
λ Pλρ,σD

ρ
β;r,jD

σ
γ;s,k δ

r+s+2
ℓ

(2r+ 1)!!(2s+ 1)!!
(2ℓ+ 1)!!

,

D(α,i) = U
α;i,1
λ

wλ

24
.

(5.51)

Proof. We proceed by induction on 2g − 2 + (1 + n) > 0, after setting up some notations. In
coordinates, denote the F-CohFT associated to (V0, ·,w) defined in equation (5.39) as

Ωg,1+n(eα1 ⊗ · · · ⊗ eαn) = [1]⊗ eα1 · · · eαn ·wg = Fα0
g;α1,...,αn

[1]⊗ eα0 . (5.52)

Thus, the associated F-CohFT amplitudes read

F
(α0,k0)
g;(α1,k1),...,(αn,kn)

= U
α0;k0,ℓ
β Fβ

g;α1,...,αn
⟨τℓτk1 · · · τkn

⟩g , (5.53)

where ⟨τℓτk1 · · · τkn
⟩g :=

∫
Mg,1+n

ψℓ
0ψ

k1
1 · · ·ψkn

n is Witten’s notation for ψ-class intersection
numbers. Using ⟨τiτjτk⟩0 = δi,j,k,0 and ⟨τi⟩1 = δi,1/24, we deduce the thesis for the basic
topologies. In order to compute recursively the F-CohFT amplitudes, we notice that the ampli-
tudes in (5.53) ‘decouple’ as F-TFT correlators multiplied by Witten’s correlators. We can then
employ the Virasoro constraints for ψ-class intersection numbers

⟨τℓτk1 · · · τkn
⟩g =

n∑
m=1

(2(ℓ+ km − 1) + 1)!!
(2ℓ+ 1)!!(2km − 1)!!

⟨τℓ+km−1τk1 · · · τ̂km
· · · τkn

⟩g

+
1
2

∑
a,a ′⩾0

a+a ′=ℓ−2

(2a+ 1)!!(2a ′ + 1)!!
(2ℓ+ 1)!!

(
⟨τaτa ′τk1 · · · τkn

⟩g−1

+
∑

h+h ′=g
J⊔J ′=[n]

⟨τaτKJ
⟩
h
⟨τa ′τKJ ′ ⟩h ′

)
(5.54)

together with the recursive structure of the F-TFT amplitudes:

Fλ
g;α1,...,αn

= Pλµ,αm
F

µ
g;α1,...,α̂m,...,αn

m ∈ [n] ,

Fλ
g;α1,...,αn

= wµF
λ
g−1;µ,α1,...,αn

,

Fλ
g;α1,...,αn

= Pλµ,µ ′ F
µ
h;αJ

F
µ ′

h ′;αJ ′
h+ h ′ = g, J ⊔ J ′ = [n] .

(5.55)

Coupling the three different terms in the Virasoro recursion (corresponding to the three lines
in (5.54)) with the three different relations satisfied by the F-TFT amplitudes (corresponding to
the three lines in (5.55)), we deduce that Fg,1+n is indeed computed by F-topological recursion
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with data given by (5.51). For instance, for the B-term we find

U
α0;k0,ℓ
λ Pλµ,αm

δ
p+1
ℓ+km

(2p+ 1)!!
(2ℓ+ 1)!!(2km − 1)!!

F
µ
g;α1,...,α̂m,...,αn

⟨τpτk1 · · · τ̂km
· · · τkn

⟩g

= U
α0;k0,ℓ
λ Pλµ,αm

δ
p+1
ℓ+km

(2p+ 1)!!
(2ℓ+ 1)!!(2km − 1)!!

δµν δ
q
p Fν

g;α1,...,α̂m,...,αn
⟨τqτk1 · · · τ̂km

· · · τkn
⟩g

= U
α0;k0,ℓ
λ Pλµ,αm

D
µ
β;p,j δ

p+1
ℓ+km

(2p+ 1)!!
(2ℓ+ 1)!!(2km − 1)!!︸ ︷︷ ︸

=B
(α0,k0)
(β,j),(αm ,km)

×Uβ;j,q
ν Fν

g;α1,...,α̂m,...,αn
⟨τqτk1 · · · τ̂km

· · · τkn
⟩g︸ ︷︷ ︸

=F
(β,j)

g;(α1,k1),..., ̂(αm ,km),...,(αn ,kn)

.

(5.56)

Notice that a crucial role is played by the non-degeneracy conditions D
µ
β;p,jU

β;j,q
ν = δ

µ
ν δ

q
p. It

is now easy to check that the expression for B in (5.48) is the coordinate-free versions of (5.51):

B
(
ϵ(β,j) ⊗ ϵ(γ,k)

)
= U

[(
dϵ(β,j) · ∆ϵ(γ,k)

)
θ0

]
= U

[(
eβ

ζ2j

(2j− 1)!!
dζ ·Dµ

γ;m,k eµ
(2m+ 1)!!
ζ2m+2 dζ

)
1

ζ2dζ

]

= Pλβ,µD
µ
γ;m,k

(2m+ 1)!!
(2j− 1)!!

U

[
eλ

dζ
ζ2(m−j+1)+2

]

= U
α;i,ℓ
λ Pλβ,µD

µ
γ;m,k δ

m+1
ℓ+j

(2m+ 1)!!
(2ℓ+ 1)!!(2j− 1)!!

ϵ(α,i) .

(5.57)

A similar computation can be carried out for C˛ and C˛, thus completing the proof. □

Identification of the orbits. We are now ready to state the main result of this section: the
identification of the actions on F-Airy structures and F-CohFTs described in Sections 3 and 4.2
respectively. The proof is a simple consequence of the analysis carried out in Section 5.2.

Theorem 5.9. LetΩ be an F-CohFT on V0. Suppose that, after a choice of up/down-morphisms (U,D),
the associated amplitudes (Fg,1+n)g,n are computed by F-TR on V+.

• Change of basis. For a given L ∈ GL(V0), the amplitudes associated to the F-CohFT L̂Ω are
computed by F-TR and coincide with LF for

Lt = Ls := L ∈ GL(V+) , (5.58)

provided that the transformed amplitudes are computed with respect to the up/down-morphisms
LU := L ◦U ◦ L−1 and LD := L ◦D ◦ L−1 . (5.59)

• R-action. For a given R(u) ∈ Giv, the amplitudes associated to the F-CohFT R̂Ω are computed
by F-TR (with underlying F-Airy structure based on VR,+ := LR,t(V+) ⊂ V̂+, see 5.2) and
coincide with LR(BRF) for

LR,s ∈ GL(V̂+) LR,s[f](u) := R(u)f(u) ,

LR,t ∈ GL(V̂+) LR,t[f](u) := R(−u)f(u) ,

BR ∈ Hom(V+, V̂+) BR[f](u) := Res
u ′,u ′′=0

idV0 − R
−1(u) ◦ R(−u ′)

u+ u ′ D(u ′,u ′′) f(u ′′) ,

(5.60)
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provided that the transformed amplitudes are computed with respect to the up/down-morphisms

RU := LR,t ◦U ◦M−1
R , and RD :=MR ◦D ◦ L−1

R,t , (5.61)

where LR,t is the multiplication by R(−u) as above, its inverse L−1
R,t is the multiplication by

R−1(−u), andMR,M−1
R ∈ GL(V−) are defined as

MR[χ](u) :=
[
R(−u)χ(u)

]
−

, M−1
R [χ](u) :=

[
R−1(−u)χ(u)

]
−

. (5.62)

• Translation. For a given T(u) ∈ u2V0JuK ⊂ V̂+, the amplitudes associated to the F-CohFT T̂Ω
are computed by F-TR and coincide with the amplitudes TF (cf. Remark 3.5).

Keeping in mind possible applications, let us consider the case of F-CohFTs of the form

Ω = L̂R̂T̂Ω0 , (5.63)

whereΩ0 is a topological F-CohFT, T(u) ∈ u2VJuK, R(u) ∈ Giv, and L ∈ GL(V0). Our goal is to
write down the initial data (A,B,C˛,C˛,D) explicitly in terms of the F-TFT structure and the
data of T , R, and L. We proceed step by step, modifying the initial data forΩ0 accordingly.

Step 1. Theorem 5.8 provides the initial data forΩ0 in terms of the associated F-TFT data.

Step 2. As for T̂Ω0, the transformation of the initial data is provided by Theorem 3.4, and
the formulae can be simplified as follows. Firstly notice that, as T starts in degree 2, for co-
homological degree reasons the tensors TG and TH identically vanish. Hence, the equations
defining the translated initial data drastically simplify. We claim that, upon identification of
the underlying loop spaces via Laplace isomorphisms, the translated initial data are given by

TA(f1 ⊗ f2) = U
[
df1 ·T df2

]
∈ Υ+ ,

TB(f1 ⊗ f2) = U
[
df1 ·T ∆f2

]
∈ Υ+ ,

TC˛(f) =
(
(U ⊗ idΥ+) ◦ κT

)[
∆f
]
∈ Υ+ ⊗̂Υ+ ,

TC˛(f1 ⊗ f2) = U
[
∆f1 ·T ∆f2

]
∈ Υ+ ,

TD = 1
2 U
[
ϖT

]
∈ Υ+ ,

(5.64)

where now the following (T -dependent) notations/conventions have been introduced.

• The product ·T is now twisted using τ := L−1[T ]. Namely, we introduce

θT :=
1

ζ2dζ− dτ
=

1
ζ2dζ

1 +
∑
m⩾1

(
dτ
ζ2dζ

)m
 , (5.65)

where the powers live in the algebra of V0-valued formal power series. The twisted
product is then defined as

χ1(ζ) ·T χ2(ζ) :=
(
χ1(ζ) · χ2(ζ)

)
· θT(ζ) . (5.66)

Strictly speaking, them = 0 term does not live in the same space as the series overm ⩾ 1,
but the above formula still makes sense if interpreted as

χ1(ζ) ·T χ2(ζ) =
(
χ1(ζ) · χ2(ζ)

) 1
ζ2dζ

+
∑
m⩾1

χ1(ζ) · χ2(ζ) ·
(

dτ
ζ2dζ

)m 1
ζ2dζ

. (5.67)

If the F-TFT comes with a unit e, one can safely substitute them = 0 term with e 1
ζ2dζ .
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• The map κT : Υ− → Υ ⊗̂Υ+ is defined as

χ(ζ) 7−→
∑
k⩾0

(
χ(ζ1) · θT(ζ1)

(
dζ1

ζ2k+2
1

))
⊗
(
wζ2k+1

2

)
. (5.68)

• ϖT := w · θT(ζ)
(dζ)2

(2ζ)2 ∈ Υ.

Notice that the result of the T -twisted product χ1 ·T χ2, the first tensor factor of κT [χ], and ϖT

belong to Υ = dΥ̂+ ⊕ Υ− rather than simply Υ−. This is due to the fact that θT(ζ) contains
(arbitrarily large) positive powers of ζ. However, this is not a problem: the application of U in
(5.64) annihilates all the terms from dΥ̂+, providing well-defined elements of Υ̂+ at the end of
the computation.

Let us check (5.64) for the B-tensor. The translated initial data are uniquely characterised by
equation (3.31), which in the case of vanishing TG and TH simplifies to B = K ◦ TB with
K := idV+ − B(τ ⊗ idV+) ∈ End(V+). Notice that the definition of K involves the inverse
Laplace-transformed translation, since all computations are performed on Υ+ rather than V+.
We can now check that the translated initial data indeed satisfy the equation:

(K ◦ TB)(f1 ⊗ f2) =
TB(f1 ⊗ f2) − B(τ⊗ TB(f1 ⊗ f2))

= U
[
df1 · ∆f2 · θT

]
− U

[
θ0 dτ · (∆ ◦ U)

[
df1 · ∆f2 · θT

]]
= U

[(
θT − θ0 dτ · θT

)
· df1 · ∆f2

]
.

(5.69)

To go from the second to the last line, we recall that U is the operator U extended by zero on
dΥ̂+. We then decompose

χ = df1 · ∆f2 · θT = χ− + dχ+ with χ− ∈ Υ− , χ+ ∈ Υ̂+ (5.70)

and employ the non-degeneracy condition ∆ ◦U = idΥ− to get ∆ ◦U[χ] = χ− = χ−dχ+. Nev-
ertheless, since T(u) = O(u2), we have θ0 dτ = O(ζ2), so that θ0 dτ · dχ+ ∈ dΥ̂+ is annihilated
by the outermost U and yields the last line of (5.69). Now, recalling that θ0 = (ζ2dζ)−1, we find
(θT − θ0 dτ · θT) = θ0, hence the claim K ◦ TB = B. Similar computations hold for the other
tensors.

Step 3. For R̂T̂Ω0, ignoring the change of bases induced by the R-action (see Step 4), the trans-
formation of the initial data is provided by Theorem 3.2 and reads (upon identification of the
underlying loop spaces via Laplace isomorphisms)

RTA(f1 ⊗ f2) = U
[
df1 ·T df2

]
∈ Υ+ ,

RTB(f1 ⊗ f2) = U
[
df1 ·T

(
(idΥ− + d ◦ ER) ◦ ∆

)
f2
]
∈ Υ+ ,

RTC˛(f) =
(
(U ⊗ idΥ+) ◦ κT

)[
∆f
]
∈ Υ+ ⊗̂Υ+ ,

RTC˛(f1 ⊗ f2) = U
[(
(idΥ− + d ◦ ER) ◦ ∆

)
f1 ·T

(
(idΥ− + d ◦ ER) ◦ ∆

)
f2
]
∈ Υ+ ,

RTD = 1
2 U
[
ϖT

]
∈ Υ+ ,

(5.71)

where ER : Υ− → Υ+ is the Laplace transform of the edge weight operator ER : V− → V+

defined in terms of the R-matrix in equation (4.12). In other words, ER := L−1 ◦ ER ◦ (L∗)−1.

Step 4. To conclude, following Section 3.1, the change of bases induced by R and L giving the
amplitudes associated to L̂R̂T̂Ω0 (computed with respect to the properly modified up/down-
morphisms) produces the following transformed initial data (again, upon identification of the
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underlying loop spaces via Laplace isomorphisms):

LRTA(f1 ⊗ f2) = ULR

[
dLRf1 ·T dLRf2

]
∈ Υ+ ,

LRTB(f1 ⊗ f2) = ULR

[
dLRf1 ·T

(
(idΥ− + d ◦ ER) ◦ ∆LR

)
f2
]
∈ Υ+ ,

LRTC˛(f) =
(
(ULR ⊗ λLR,t) ◦ κT

)[
∆LRf

]
∈ Υ+ ⊗̂Υ+ ,

LRTC˛(f1 ⊗ f2) = ULR

[(
(idΥ− + d ◦ ER) ◦ ∆LR

)
f1 ·T

(
(idΥ− + d ◦ ER) ◦ ∆LR

)
f2
]
∈ Υ+ ,

LRTD = 1
2 ULR

[
ϖT

]
∈ Υ+ ,

(5.72)

where:

• λLR,s := L−1 ◦LLR,s ◦L and λLR,t := L−1 ◦LLR,t ◦L are the automorphisms of Υ+ defined
as the Laplace transform of

LLR,s := L ◦ R(u) , LLR,t := L ◦ R(−u) , (5.73)

that is the automorphisms of V+ acting as L composed with the multiplication by R(u)
and R(−u) respectively.

• ULR, dLR, and ∆LR are the following compositions of linear maps:

ULR := λLR,t ◦ U , dLR := d ◦ λ−1
LR,s , ∆LR := ∆ ◦ λ−1

LR,t . (5.74)

The operator ULR is again the extension of ULR to Υ = dΥ̂+ ⊕ Υ− which is zero on dΥ̂+.

Diagrammatically, the final formulae for the F-Airy structure computing the Laplace trans-
formed amplitudes associated to Ω = L̂R̂T̂Ω0 can be represented as follows (we omit the su-
perscript LRT from the tensors).

A = ·T

dLR dLR

ULR

B = ·T

dLR

id+dER

∆LR

ULR

C˛ = γT

ULR λLR,t

∆LR

C˛ = ·T

id+dER

∆LR

id+dER

∆LR

ULR

D = 1
2ϖT

ULR

(5.75)

Remark 5.10. Formulae (5.74) express the operator ULR and ∆LR in terms of the up/down-
morphisms (U,∆). It would be more natural though to express them in terms of (the Laplace
transform of) the new up/down-morphisms (Ũ, D̃) provided by Theorem 5.9, that is

Ũ = λLR,t ◦ U ◦ µ−1
LR and ∆̃ = µLR ◦ ∆ ◦ λ−1

LR,t . (5.76)

Here µLR := L∗◦MLR◦(L∗)−1 and its inverse µ−1
LR = L∗◦M−1

LR◦(L
∗)−1 are the automorphisms

of Υ− defined as the Laplace transforms of

MLR[χ](u) :=
[
L ◦ R(−u)χ(u)

]
−

, M−1
LR[χ](u) =

[
(L ◦ R(−u))−1χ(u)

]
−

. (5.77)

The up/down-morphisms (Ũ, D̃) are more natural, since they are the ones used to compute
the transformed amplitudes. This is easily achieved as

ULR = Ũ ◦ µLR and ∆LR = µ−1
LR ◦ ∆̃ . (5.78)



38 G. BOROT, A. GIACCHETTO, AND G. UMER

5.4. Example: the extended 2-spin F-CohFT

An example of F-CohFT is given by the extended r-spin class. The underlying F-manifold was
constructed in [JKV01] and further studied in [BCT19; Bur20; BR21; ABLR23]. In this section,
we focus on the r = 2 case.

From the F-manifold of the extended 2-spin theory, we can associate two families of F-CohFTs
depending on a parameter s ∈ C∗ and both defined over the vector space V0 := Ce1 ⊕Ce2. The
first one is the extended 2-spin CohFT shifted along (0, s) [BR21]:

Ωs
g,1+n : V⊗n

0 −→ Heven(Mg,1+n)⊗ V0 . (5.79)

In the original reference, it is denoted as c2,ext,(0,s)
g,1+n . The second family is obtained from the

F-Givental group action [ABLR23]:

Ω
s
g,1+n : V⊗n

0 −→ Heven(Mg,1+n)⊗ V0 . (5.80)

In the original reference, it is denoted as c
F(0,s),(0,−s2)

g,1+n and its construction is recalled below.

As pointed out in [ABLR23], the two F-CohFTs do not coincide, but it is reasonable to expect
that they are related on the moduli space of stable curves of compact type (recall that a stable
curve is of compact type if its dual graph is a stable tree). Indeed, on the one hand Ωs is
constructed through the F-Givental action, and as such it is supported on compact type. On
the other hand Ωs is non-zero outside compact type, but after multiplication by λg (the top
Chern class of the Hodge bundle) we get a class supported on compact type. It is conjectured
that

Ω
s
g,1+n

?
= λgΩ

s
g,1+n . (5.81)

In support of this conjecture, notice that Ωs
g,1+n(e

⊗n
1 ) = 0, while Ωs

g,1+n(e
⊗n
1 ) = λg e1. The

latter restricts to zero on the moduli of compact type as λ2
g = 0. A proof of equation (5.81)

would be particularly interesting from the point of view of the double ramification hierarchy
[Bur15; BR16; BR21], where only λgΩs

g,1+n is relevant. This last point motivates our interest
in the intersection indices of Ωs

g,1+n and ψ-classes: thanks to the identification discussed in
Theorems 5.8 and 5.9, such intersection indices are recursively computed by F-TR.

We start by recalling from [ABLR23] the construction of Ωs. The underlying F-TFT, denoted
Ω

s,0 is identified by the algebra (V0, ·) and distinguished vector w given as

V0 := Ce1 ⊕ Ce2 , eβ · eγ := δαβ,γeα , w := −s2 e2 . (5.82)

In particular, the unit is e = e1 + e2. Notice that the F-TFT is semisimple. Now consider
L ∈ GL(V0), R(u) ∈ Giv, and T(u) ∈ u2V0JuK given by

L :=

(
1 0
1
s − 1

s

)
, R(u) := idV0 −

∑
m⩾1

(
0 0

(2m−1)!!
s2m 0

)
um , T(u) := −

∑
m⩾2

(2m− 3)!!
s2m−2 e2 u

m .

(5.83)
Notice that that the translation is the one induced by the R-matrix as in Theorem 4.5, that is
T(u) = u(idV0 − R

−1(u))e. ThenΩs is defined as

Ω
s
:= L̂R̂T̂Ω

s,0 . (5.84)

Our goal is to compute the correlators associated to the above F-CohFT. To this end, we choose
the standard up/down-morphism of Example 5.2, so that in the basis (eα,k = eαuk)α,k of V+

the correlators read

F
(α0,k0)
g;(α1,k1),...,(αn,kn)

=

∫
Mg,1+n

〈
eα0 ,Ωs

g,1+n(eα1 ⊗ · · · ⊗ eαn)
〉
ψ

k0
0

n∏
i=1

ψki

i . (5.85)
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We proceed by computing all the ingredients appearing in (5.72). The computations are per-
formed on the natural bases of Υ+ and Υ−, that is

ϵ(α,k) := eα
ζ2k+1

(2k+ 1)!!
∈ Υ+ , ϵkα := eα

(2k+ 1)!!
ζ2k+2 dζ ∈ Υ− . (5.86)

It is also convenient to introduce a basis of dΥ+ by extending that of Υ− to negative indices:

ϵ−k
α := eα

(−2k+ 1)!!
ζ−2k+2 dζ = (−1)k−1 eα

ζ2k−2

(2k− 3)!!
dζ . (5.87)

The last equation follows the convention (−2k + 1)!! := (−1)k−1 1
(2k−3)!! , which is the natural

extension of the double factorial deduced from its relation with the Gamma function. With this
convention,

dϵ(α,k) = (−1)kϵ−k−1
α . (5.88)

We will use double factorials of odd negative integers throughout the rest of this section.

Change of bases. The automorphisms λ−1
LR,s and λLR,t ofΥ+ responsible for the change of bases

are

λ−1
LR,s[ϵ(α,k)] = δ

1
α

(
ϵ(1,k) +

∑
m⩾0

(2m−1)!!
s2m ϵ(2,k+m)

)
− sδ2

αϵ(2,k) ,

λLR,t[ϵ(α,k)] = δ
1
α

(
ϵ(1,k) +

1
s

∑
m⩾0

1
(−2m−1)!!s2mϵ(2,k+m)

)
− 1

sδ
2
αϵ(2,k) .

(5.89)

In particular, the twisted differential dLR reads

dLRϵ(α,k) = (−1)k
[
δ1
α

(
ϵ−k−1

1 +
∑
m⩾0

1
(−2m−1)!!s2mϵ

−k−1−m
2

)
− sδ2

αϵ
−k−1
2

]
. (5.90)

As the final up/down-morphisms are chosen to be the standard ones, we find that the isomor-
phisms ULR and ∆LR (computed via (5.78)) are simply given by

ULR[ϵ
k
α] = δ

1
α

(
ϵ(1,k) +

1
s

k∑
m=0

1
(−2m−1)!!s2mϵ(2,k−m)

)
− 1

sδ
2
αϵ(2,k) ,

∆LR[ϵ(α,k)] = δ
1
α

(
ϵk1 +

k∑
m=0

1
(−2m−1)!!s2mϵ

k−m
2

)
− sδ2

αϵ
k
2 .

(5.91)

R-action. The Laplace transform of the differential of the edge weight, as a linear operator
d ◦ ER : Υ− → dΥ+, reads

(d ◦ ER)[ϵ
k
α] = δ

1
α

∑
m⩾k+1

1
(−2m− 1)!! s2mϵ

k−m
2 . (5.92)

Translation. The element θT(ζ) = 1
ζ2dζ−dτ is easily computed from the Laplace transform of

the translation as

θT(ζ) =
1

ζ2dζ
1

e − e2
s

2ζ ln s−ζ
s+ζ

=
1

ζ2dζ

(
e1 + e2

∑
m⩾0

ϑm

s2m ζ
2m
)

, (5.93)

with the convention ϑ0 := 1. The last equation follows from the fact that e2 is idempotent, and
the expansion coefficients are given by

ϑm =
∑

m1+m2+···=m
m1,m2,...⩾1

∏
i⩾1

−1
2mi + 1

. (5.94)
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Notice that the sum is finite, since mi ⩾ 1 are required to sum up to m. The first elements of
the sequence (ϑm)m⩾0 are (1, 1

3 , 4
45 , 44

945 , 428
14175 , 10196

467775 , 10719068
638512875 , . . .).

It is now possible to compute the twisted product ·T , the map κT , and the V0-valued form ϖT .
The computations are performed modulo dΥ+, since the subsequent application of ULR would
annihilate all such terms. The twisted product on elements of dΥ+ ⊕ Υ− is given by

ϵ
j
β ·T ϵkγ = δ1

β,γ

{
j,k

j+k+2

}
ϵ
j+k+2
1 + δ2

β,γ

max{0,j+k+2}∑
m=0

{
j,k

j+k+2−m

}
ϑm

s2m ϵ
j+k+2−m
2 + dΥ+ (5.95)

for any j,k ∈ Z. Here, and in the rest of this section, we use the following short-hand notation
for ratio of double factorials:{

a1 ,...,aM

b1 ,...,bN

}
:=

∏M
i=1(2ai + 1)!!∏N
j=1(2bj + 1)!!

for ai,bj ∈ Z . (5.96)

The double factorial of negative odd integers is assumed as above. Notice that expressions
of this form are the main combinatorial factors appearing in the Virasoro constrains for the
Witten–Kontsevich correlators.

The map κT : Υ− → Υ⊗ Υ+ is

κT [ϵ
k
γ] = −s2

∑
ℓ⩾0

(
δ1
γ

{
ℓ,k

k+ℓ+2

}
ϵk+ℓ+2

1

+ δ2
γ

k+ℓ+2∑
m=0

{
ℓ,k

k+ℓ+2−m

}
ϑm

s2mϵ
k+ℓ+2−m
2

)
⊗ ϵ(2,ℓ) + dΥ+ ⊗ Υ+ . (5.97)

Finally the V0-valued form is

ϖT = −
1
12
(
s2ϵ1

2 − ϵ
0
2
)
+ dΥ+ . (5.98)

The (A,B,C˛,C˛,D) tensors. Using all the necessary ingredients, we obtain the following
expressions for the tensors of the extended 2-spin F-CohFTΩs.

A
(α,i)
(β,j),(γ,k) =

[
δα1 δ

1
β,γ + δα2

(
δ
(1,2)
(β,γ) + δ

(2,1)
(β,γ) − sδ

2
β,γ
)]
δi0δ

0
j,k

B
(α,i)
(β,j),(γ,k) = δ

α
1 δ

1
β,γδ

i
k−j+1

{
k

i,j−1

}
+

δα
2 δ

i⩽k−j+1

s2(k−j+1−i)

[
1
sδ

1
β,γ

({
k

k−j+1,j−1,i+j−k−2

}
−

∑
p,q⩾0

p+q⩽k−j+1−i

{
k−q,p−1

i,j−1+p,−q−1

}
ϑk−j+1−i−p−q

)
− sδ2

β,γ

{
k

i,j−1

}
ϑk−j+1−i

+ δ
(1,2)
(β,γ)

k−j+1−i∑
p=0

{
k,p−1

i,j−1+p

}
ϑk−j+1−i−p + δ

(2,1)
(β,γ)

k−j+1−i∑
q=0

{
k−q

i,j−1,−q−1

}
ϑk−j+1−i−q

]

C˛(α,i),(β,j)
(γ,k) = s δ

(α,β)
(1,2) δ

1
γδ

i
j+k+2

{
j,k
i

}
+

δ
α,β
2 δi⩽j+k+2

s2(j+k+2−i)

[
sδ1

γ

({
j,k

j+k+2,i−j−k−3

}
−

k∑
m=0

{
j,k−m
i,−m−1

}
ϑj+k+2−i−m

)
+ δ2

γ

{
j,k
i

}
ϑj+k+2−i

]

C˛(α,i)
(β,j),(γ,k) = δ

α
1 δ

1
β,γδ

i
j+k+2

{
j,k
i

}
+

δα
2 δ

i⩽j+k+2

s2(j+k+2−i)

[
1
sδ

1
β,γ

({
j,k

j+k+2,i−j−k−3

}
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−
∑

p,q⩾0
p+q⩽j+k+2−i

{
j−p,k−q

i,−p−1,−q−1

}
ϑj+k+2−i−p−q

)
− sδ2

β,γ

{
j,k
i

}
ϑj+k+2−i

+ δ
(1,2)
(β,γ)

j+k+2−i∑
p=0

{
j−p,k
i,−p−1

}
ϑj+k+2−i−p + δ

(2,1)
(β,γ)

j+k+2−i∑
q=0

{
j,k−q
i,−q−1

}
ϑj+k+2−i−q

]

D(α,i) = 1
24δ

α
2
(
sδi1 −

1
sδ

i
0
)

(5.99)

6. A SPECTRAL CURVE FORMULATION

In this section, we provide an alternative definition of F-topological recursion in terms of spec-
tral curves, along the lines of the original formulation of topological recursion by Eynard–
Orantin [EO07].

6.1. Definition of F-spectral curves and their associated F-topological recursion

Define an F-spectral curve as the data (Σ, x,y,ω˛
0,2,ω˛

0,2,w), where:

• Σ is a smooth complex curve (not necessarily compact, nor connected);

• x and y are two meromorphic functions on Σ, such that x has finitely many ramification
points a ⊂ Σ that are simple; additionally, we require dy to be holomorphic and non-zero
at the ramification points;

• ω˛
0,2 and ω˛

0,2 are two bidifferentials on Σ2 (not necessarily symmetric), holomorphic ex-
cept for a double pole along the diagonal with leading coefficient 1 and no other poles;

• w = (wα)α∈a is a collection of scalar weights associated to the ramification points.

Since ramification points are simple, in the neighbourhood of each α ∈ a there is a holomorphic
involution σα such that x ◦ σα = x and σα ̸= id. Let O (resp. M) be the space of holomorphic
functions (resp. meromorphic forms with poles at a an vanishing residues) on Σ. Introduce the
maps

P⋆ : M −→ M , χ(z) 7−→ P⋆[χ](z0) :=
∑
α∈a

Res
z=α

(∫z
α

ω⋆
0,2(z0| ·)

)
χ(z) (6.1)

for ⋆ ∈ { ˛, ˛ }, and z0 is considered outside of the contour defining the residue. The meromor-
phic form P⋆[χ] is called the polar part of χ, and it has the same divergent part of χ at a, while
its holomorphic part gets modified in accordance with the choice of ω⋆

0,2. The properties im-
posed on ω⋆

0,2 imply (cf. [BS17, Section 2], but we do not need symmetry in the two variables)
that P⋆ is a projector and Ker(P⋆) = dO. As a consequence,

M = dO ⊕M⋆
− with M⋆

− := Im(P⋆) . (6.2)

Further, P˛ ◦P˛ = P˛ and P˛ ◦P˛ = P˛.

We now define a collection of multidifferentialsωg,1+n on Σ1+n. They are indexed by integers
g,n ⩾ 0 such that 2g − 2 + (1 + n) > 0, and will be invariant under permutation of their n
last variables. We write ωg,1+n(z0|z1, . . . , zn) to emphasise the special role played by the first
variable. The definition proceeds by induction. We first set ω0,1 := ydx and ω0,2 := ω˛

0,2. We
introduce the two kernels

K⋆,α(z0|z) :=

1
2

∫z
σα(z)ω

⋆
0,2(z0| ·)

ω0,1(z) −ω0,1(σα(z))
(6.3)
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and define the operators K⋆ : M⊗2 → M as

K˛[χ](z0) :=
∑
α∈a

Res
z=α

wα K˛,α(z0|z)(P
˛)⊗2[χ](z,σα(z)) , (6.4)

K˛[χ](z0) :=
∑
α∈a

Res
z=α

K˛,α(z0|z)(P
˛)⊗2[χ](z,σα(z)) . (6.5)

Notice the multiplication by wα in the connected operator. Then, for 2g− 2 + (1 + n) > 0, set

ωg,1+n(z0|z1, . . . , zn) := K˛
[
ωg−1,1+(n+1)( · | · , z1, . . . , zn)

]
(z0)

+ K˛

 ∗∑
h+h ′=g
J⊔J ′=[n]

ωh,1+|J|( · |zJ)⊗ωh ′,1+|J ′|( · |zJ ′)

(z0) . (6.6)

The starred sum means excluding the two terms (h, 1 + |J|) = (0, 1) and (h ′, 1 + |J ′|) = (0, 1).
Further, two special cases need to be addressed. If (g, 1 + n) = (1, 1), then K˛ acts onω0,2 as in
(6.4) after setting

(P˛)⊗2[ω0,2](z|z
′) := ω˛

0,2(z|z
′) . (6.7)

The second special case involves the disconnected terms from (6.6) with (h, 1 + |J|) = (0, 2) or
(h ′, 1 + |J ′|) = (0, 2). In this case, P˛ acts onω0,2( · |zi) as the identity.

The invariance ofωg,1+n under permutation of the n last variables is clear from the definition.
Besides, for all 2g−2+(1+n) > 0, the multidifferentials satisfy the linear loop equations with
respect to any of its variables: for any α ∈ a

ωg,1+n(z0|z1, . . . , zn) +ωg,1+n(σ
α(z0)|z1, . . . , zn) is holomorphic as z0 → α ,

ωg,1+n(z0|z1, . . . , zn) +ωg,1+n(z0|σ
α(z1), . . . , zn) is holomorphic as z1 → α .

(6.8)

Remark 6.1. The recursion could be formulated directly in terms of the multidifferentials
ω˛

g,1+n := (P˛)⊗(1+n)[ωg,1+n]. Namely, we have

ω˛
g,1+n(z0|z1, . . . , zn) := K˛

[
ω˛

g−1,1+(n+1)( · | · , z1, . . . , zn)
]
(z0)

+K˛

 ∗∑
h+h ′=g
J⊔J ′=[n]

ω˛
h,1+|J|( · |zJ)⊗ω

˛
h ′,1+|J ′|( · |zJ ′)

(z0) . (6.9)

The disconnected recursion operator is then the usual recursion kernel of topological recursion

K˛[χ](z0) :=
∑
α∈a

Res
z=α

K˛,α(z0|z)χ
(
z,σα(z)

)
, (6.10)

while the connected recursion operator contains all the novelties:

K˛[χ](z0) :=
∑
α∈a

wα Res
z=α

K˛,α(z0|z) (P
˛)⊗2[χ]

(
z,σα(z)

)
. (6.11)

In both formulae, z0 is considered outside of the contour defining the residue. This alternative
definition has the property that, for any 2g − 2 + (1 + n) > 0, the multidifferential ω˛

g,1+n is
an element of (M˛

−)
⊗(1+n). We chose (6.6) as the main definition, as it gives a more symmetric

role to the connected and disconnected kernels and only differing by the presence ofwα in the
connected one. Besides, there is a loss of information fromωg,1+n to its projectionω˛

g,1+n.
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6.2. F-Airy structures from F-spectral curves

Let (Σ, x,y,ω˛
0,2,ω˛

0,2,w) be an F-spectral curve. We now explain how to define an F-Airy
structure whose amplitudes reconstruct the projected multidifferentials (P⋆)⊗(n+1)[ωg,1+n].
This construction will however depend on a choice of up/down-morphisms.

First, we should discuss the local picture. Define Oloc (resp. Mloc) as the space of germs of
holomorphic functions at a (resp. germs of meromorphic forms at a without residues). The
obvious restriction map M → Mloc and the fact that (6.1) only depends on the germ of χ
at a allows the definition of projectors P⋆

loc : Mloc → Mloc by the same formula. We have
dOloc = Ker(P⋆

loc) and we obtain a decomposition analogous to (6.2):

Mloc = dOloc ⊕M⋆
−,loc with M⋆

−,loc := Im(P⋆
loc) . (6.12)

An extra feature of the local picture is that Mloc is symplectic for the residue pairing

⟨χ1,χ2⟩ =
∑
α∈a

Res
z=α

(∫z
χ1

)
χ2(z) , (6.13)

and the two summands in (6.12) are Lagrangian subspaces. In this formula
∫z
χ1 denotes any

germ of meromorphic function near a such that d(
∫z
χ1) = χ1(z).

Ideally, one would like to define an F-Airy structure on the subspace V+ ⊂ Oloc of germs of
odd (with respect to the local involution) holomorphic functions at a. We denote V⋆

− the image
by P⋆

loc of the space of germs of meromorphic forms whose polar part is odd, precisely as in
(6.8). However, this would not quite work due to infinite-dimensional issues (this has to do
with the role of up/down-morphisms in the formulae of Proposition 6.3).

In order to solve these issues, let us make a choice of injective linear maps V⋆
− → V+ for ⋆ ∈

{ ˛, ˛ } with common image V̌+. Then, we consider the up/down-morphisms (analogous to
Definition 5.1)

∆⋆ : V̌+ −→ V⋆
− and U⋆ : V⋆

− −→ V̌+ , (6.14)

where U⋆ is given by the aforementioned linear maps. We assume that the choices made are
such that the corresponding down-morphisms satisfy the compatibility relations

P˛
loc

∣∣
V˛
−
= ∆˛ ◦ U˛ and P˛

loc

∣∣
V˛
−
= ∆˛ ◦ U˛ . (6.15)

Note that it is sufficient to choose up/down-morphisms for ˛ or ˛, as (6.15) can then be used
to define them for the remaining ˛ or ˛.

We can now define Fg,1+n ∈ Hom(V̌⊙n
+ , V̌+) for 2g− 2 + (1 + n) > 0 by the formula

Fg,1+n(f1 ⊗· · ·⊗ fn) := (U⋆ ◦P⋆
loc)

[ ∑
α1,...,αn∈a

(
n∏

i=1

Res
zi=αi

fi(zi)

)
ωg,1+n(z0|z1, . . . , zn)

]
, (6.16)

where we implicitly used the natural restriction morphism M → Mloc before applying P⋆
loc.

The compatibility condition (6.15) guarantees that these tensors do not depend on the choice
of ⋆ ∈ { ˛, ˛ }.

Remark 6.2. By restricting the residue pairing (6.13) to dV+⊕V⋆
− ⊂ Mloc, we still obtain a sym-

plectic space split as a direct sum of two Lagrangians. In particular, the symplectic structure
gives an isomorphism between V⋆

− and the dual of dV+, hence with the dual of V+ as d|V+ is in-
vertible onto its image. Yet, after taking the residues in (6.16) we are left with an element of V⋆

−.
To get an output taking values in V̌+ (as Fg,1+n should be) without losing information, we need
a choice of injective linear map U : V⋆

− → V̌+ ⊂ V+, or equivalently, a choice of isomorphism
V̌+ ∼= V∗

+.
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Proposition 6.3. The tensors (Fg,1+n)g,n are the amplitudes of the F-Airy structure on V̌+ given by

A(f1 ⊗ f2) = U˛
[
df1 · df2

]
,

B(f1 ⊗ f2) = U˛
[
df1 · ∆˛f2

]
,

C˛(f) =
(
(U˛ ⊗ idV+) ◦ κ˛

)[
∆˛f
]

,

C˛(f1 ⊗ f2) = U˛
[
∆˛f1 · ∆˛f2

]
,

D = U˛

[∑
α∈a

wα Res
z=α

K˛,α(z0|z)ω
˛
0,2(z|σ

α(z))

]
.

(6.17)

Here the following notations/conventions have been used.

• The linear map U⋆ is the extension of U⋆ to Mloc by setting them to zero on V+ and on meromor-
phic 1-forms that are even for the local involutions.

• The product · between two germs of meromorphic forms at a is given for z near α ∈ a by

χ1(z) · χ2(z) := χ1(z)χ2(z)θ
α(z) with θα(z) :=

−2
ω0,1(z) −ω0,1(σα(z))

. (6.18)

• The map κ˛ : V˛
− → V˛

− ⊗̂ V̌+ ∼= V˛
− ⊗̂V+ is defined as

χ 7−→ χ(z1)w
αθα(z1)

1
2

∫z2

σα(z2)
ω˛

0,2(z1| ·) (6.19)

for z1, z2 near the same α ∈ a, and zero if z1, z2 are near different ramification points.

• z0 is considered outside of the contour defining the residue in the formula for D.

The above initial data can equivalently be written in coordinates. For each α ∈ a, we first
choose a determination of the square-root to define the local coordinate near α:

ζα(z) =
√

2(x(z) − x(α)) .

Then, we introduce the basis of V⋆
− indexed by α ∈ a and k ⩾ 0:

ξ⋆,(α,k)(z0) = (2k+ 1)!! Res
z=α

dζα(z)
ζα(z)2k+2

(∫z
α

ω⋆
0,2(z0| ·)

)
. (6.20)

We get a basis ξ(α,k) = U⋆[ξ⋆,(α,k)] of V̌+ which is independent of ⋆ ∈ { ˛, ˛ } due to the compat-
ibility condition (6.15). From the definition of the tensors (6.16), it is easy to see by induction
on 2g− 2 + (1 + n) > 0 that

(P⋆)⊗(1+n)
[
ωg,1+n

]
= F

(α0,k0)
g;(α1,k1),...,(αn,kn)

n∏
i=1

ξ⋆,(αi,ki) ,

Fg,1+n

[
ξ(α1,k1) ⊗ · · · ⊗ ξ(αn,kn)

]
= F

(α0,k0)
g;(α1,k1),...,(αn,kn)

ξ(α0,k0) ,

(6.21)

for the same set of coefficients F(α0,k0)
g;(α1,k1),...,(αn,kn)

. Note that, as ω⋆
0,2 is globally defined on Σ2,

ξ⋆,(α,k) in (6.20) exists not only as a germ at a but rather as a globally defined meromorphic
form on Σ, and this is how it should be considered in the first line of (6.21).

Proof. We first consider V̌+ to be spanned by the following vectors indexed by (α,k) ∈ a×Z⩾0

ϵ(α,k)(z) =


ζα(z)2k+1

(2k+ 1)!!
if z is near α,

0 else.
(6.22)



SYMMETRIES OF F-COHFTS AND F-TR 45

By construction of the ξ⋆-basis of V⋆
− we have the series expansion as z is near α (in this formula

α is not summed over):

ω⋆
0,2(z0|z) ≈

z→α

∑
k⩾0

ξ⋆,(α,k)(z0)dϵ(α,k)(z) +
(
odd in z↔ σα(z)

)
. (6.23)

Accordingly, the kernels of connected or disconnected type admit the following expansions as
z is near α (again, α is not summed over):

K˛,α(z0|z) ≈
z→α

−
wα

2
θα(z)

∑
k⩾0

ξ˛,(α,k)(z0) ϵ(α,k)(z) ,

K˛,α(z0|z) ≈
z→α

−
1
2
θα(z)

∑
k⩾0

ξ˛,(α,k)(z0) ϵ(α,k)(z) .
(6.24)

Let us first assume the standard choice of up/down-morphisms, that is

ξ(α,k) = U⋆
[
ξ⋆,(α,k)] = ϵ(α,k) . (6.25)

In view of (6.21), the recursive definition of the multidifferentials (6.6) implies that the tensors
(Fg,1+n)g,n coincide with the amplitudes of an F-Airy structure, with tensors (A,B,C˛,C˛,D)

to be identified. We claim that their coefficients in the ϵ-basis read (again, α is not summed
over):

A
(α,i)
(β,j),(γ,k) = Res

z=α
θα(z) ϵ(α,i)(z)dϵ(β,j)(z)dϵ(γ,k)(z) ,

B
(α,i)
(β,j),(γ,k) = Res

z=α
θα(z) ϵ(α,i)(z)dϵ(β,j)(z) ξ

˛,(γ,k)(z) ,

C˛(α,i),(β,j)
(γ,k) = −

wα

2
Res
z=α

θα(z) ϵ(α,i)(z)
(
ξ˛,(β,j)(z) ξ˛,(γ,k)(σα(z)) +

(
z↔ σα(z)

))
,

C˛(α,i)
(β,j),(γ,k) = −

1
2

Res
z=α

θα(z) ϵ(α,i)(z)
(
ξ˛,(β,j)(z) ξ˛,(γ,k)(σα(z)) +

(
z↔ σα(z)

))
,

D(α,k) = −
wα

2
Res
z=α

θα(z) ϵ(α,k)(z)ω
˛
0,2(z|σ

α(z)) .

(6.26)

In the above equations, we got rid of the occurrence of the local involutions whenever possi-
ble, using the facts that the ϵ-basis is odd with respect to the local involutions and the even
part the 1-forms ξ⋆ with respect to σα is holomorphic. As in the proof of Theorem 5.8, it is not
hard to check that the above formulae are equivalent to the coordinate-free (6.17). We also re-
mark that indices appearing in different positions in the left- and right-hand sides of (6.26) sig-
nals the presence of standard up/down-morphisms, which are simply Kronecker deltas. The
coordinate-free expressions remain true if we use an arbitrary pair of compatible up/down-
morphisms instead of the standard one.

To complete the proof, it remains to justify equations (6.26). The tensors A, B and C˛ are
computed exactly as in [ABCO24], so we simply focus on the identification of D and C˛. For
Dwe compute

P⋆[ω1,1](z0) = P⋆

[∑
α∈a

Res
z=α

wα K˛,α(z0|z)ω
˛
0,2(z|σ

α(z))

]

=
∑
α∈a
k⩾0

(
−
wα

2
Res
z=α

θα(z) ϵ(α,k)(z)ω0,2(z|σ
α(z))

)
︸ ︷︷ ︸

=D(α,k)

P⋆
[
ξ˛,(α,k)(z0)

]
︸ ︷︷ ︸

=ξ⋆,(α,k)(z0)

=
∑
α∈a
k⩾0

D(α,k) ξ⋆,(α,k)(z0) .

(6.27)
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So indeed F(α,k)
1;∅ = D(α,k). As for C˛, we insert the decomposition of the projected correlators

on the ξ⋆-basis in the topological recursion formula (6.6). Focusing on the term of connected
type, we find:

(P⋆)⊗(1+n)

[ ∑
α0∈a

Res
z=α0

wα0 K˛,α0(z0|z)
∑

(β,k),(β ′,k ′)
(α1,k1),...,(αn,kn)

F
(β,k)
g−1;(β ′,k ′),(α1,k1),...,(αn,kn)

× ξ˛,(β,k)(z)ξ˛,(β ′,k ′)(σα0(z))

n∏
i=1

ξ⋆,(αi,ki)(zi)

]

=
1
2

∑
(α0,k0)

(β,k),(β ′,k ′)

=C˛(α0,k0),(β ′ ,k ′)
(β,k)︷ ︸︸ ︷

−
wα0

2
Res
z=α0

θα0(z) ϵ(α0,k0)(z)
(
ξ˛,(β,k)(z) ξ˛,(β ′,k ′)(σα0(z)) +

(
z↔ σα0(z)

))

×

=ξ⋆,(α0,k0)(z0)︷ ︸︸ ︷
P⋆
[
ξ˛,(α0,k0)(z0)

] ∑
(α1,k1),...,(αn,kn)

F
(β,k)
g−1;(β ′,k ′),(α1,k1),...,(αn,kn)

n∏
i=1

ξ⋆,(αi,ki)(zi)

=
1
2

∑
(α0,k0),...,(αn,kn)

( ∑
(β,k),(β ′,k ′)

C˛(α0,k0),(β ′,k ′)
(β,k) F

(β,k)
g−1;(β ′,k ′),(α1,k1),...,(αn,kn)

)
n∏

i=0

ξ⋆,(αi,ki)(zi) .

(6.28)

This choice of C˛ therefore matches the form of the connected term in the topological recursion
formula (2.5) for amplitudes of F-Airy structures. This concludes the proof. □

6.3. F-spectral curves for semisimple F-CohFTs of the form L̂R̂T̂Ω0

In Section 5 we described F-Airy structures whose amplitudes compute the intersection in-
dices of F-CohFTs that are obtained from topological F-CohFTs by the action of translations,
F-Givental and changes of bases. Under a semisimplicity assumption (already present in the
original dictionary of [DOSS14]) they coincide with F-Airy structures from F-spectral curves
that we now explicitly describe.

Recall the setup of Section 5.3: let Ω = L̂R̂T̂Ω0, where Ω0 is a topological F-CohFT on V0,
T ∈ u2V0JuK, R ∈ Giv, L ∈ GL(V0). After a choice of up/down-morphisms (U,D) and
upon Laplace transform, the F-CohFT amplitudes associated to Ω coincide with the ampli-
tudes of the F-Airy structure (5.72) on Υ+. We call Ω(A,B,C˛,C˛,D) this F-Airy structure and
ΩFg,1+n ∈ Hom(Υ⊙n

+ ,Υ+) the corresponding amplitudes.

Assuming semisimplicity, we define a local spectral curve Ω(Σ, x,y,ω˛
0,2,ω˛

0,2,w) as follows.
Decompose V0 ∼=

⊕
α∈a Ceα in the canonical basis, i.e. eα · eβ = δ

γ
α,βeγ for any α,β ∈ a.

In particular, e =
∑

α∈a eα is the unit. Define Σ as the local curve
⊔

α∈a Σα where Σα is
a formal neighbourhood of 0 in C. Functions/forms on Σ can be identified with V0-valued
functions/forms on a formal neighbourhood of 0 in C (with standard coordinate ζ), and with
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this identification we set:

x(ζ) =
ζ2

2
e ,

y(ζ) =
∑
α∈a

(
−ζ+

dτ
dx

(ζ)

)
· eα ,

ω˛
0,2(ζ1|ζ2) =

(∑
α∈a

eα ⊗ eα

)
dζ1 dζ2

(ζ1 − ζ2)2 ,

ω˛
0,2(ζ1|ζ2) =

(∑
α∈a

eα ⊗ eα

)
dζ1 dζ2

(ζ1 − ζ2)2 + dζ1dζ2ER(ζ1, ζ2) ,

w =
(
wα
)
α∈a

.

(6.29)

The scalarswα are simply the expansion coefficients of the distinguished vectorw in the canon-
ical basis. We identify Υ̂+

∼= V+ in the natural way, so that the expression for ω˛
0,2 implies

V˛
− = Υ−. We also take V̌+ = Υ+. We then choose up/down-morphisms U˛ = U and ∆˛ = ∆,

and (U˛,∆˛) are deduced by compatibility. Let us call Ω(Ã, B̃, C̃˛, C̃˛, D̃) the F-Airy structure
specified by the formulae in Proposition 6.3, and F̃g,1+n ∈ Hom(V̌⊙n

+ , V̌) the corresponding
amplitudes.

The following result shows that these two F-Airy structures agree up to a change of bases.
In particular, this means that the intersection indices of Ω can be computed by F-topological
recursion on spectral curves as formulated in Section 6.1.

Proposition 6.4. The F-Airy structure Ω(A,B,C˛,C˛,D) is obtained by applying to the F-Airy struc-
ture Ω(Ã, B̃, C̃˛, C̃˛, D̃) the change of bases with source isomorphism λLR,s and target isomorphism
λLR,t defined in (5.73). In particular the amplitudes for 2g− 2 + 1 + n > 0 are related by

Fg,1+n = λLR,t ◦ F̃g,1+n ◦ (λ−1
LR,s)

⊗n , (6.30)

where we may consider the extension of the tensors Fg,1+n to completed loop spaces (see Remark 5.4).

Proof. We compare Proposition 6.3 with the formulae for the F-Airy structure associated to
L̂R̂T̂Ω0 and (U,∆) at the end of Section 5.3. Notice that the isomorphism

idΥ− + d ◦ ER : Υ− −→ V˛
− (6.31)

coincides with the restriction of P˛
loc to Υ−. Therefore, the choice of U˛ = U and ∆˛ = ∆

together with the compatibility yields

∆˛ = (idΥ− + d ◦ ER) ◦ ∆ . (6.32)

Then Ω(Ã, B̃, C̃˛, C̃˛,D) matches precisely the F-Airy structure obtained at the end of Step 3
after Theorem 5.9. It remains to apply Step 4 (the change of bases with specified isomorphisms)
to get the F-Airy structure Ω(A,B,C˛,C˛,D). □

We remark that for topological F-CohFTs both ω˛
0,2 and ω˛

0,2 coincide with the ‘standard bidif-
ferential’ in the local coordinates ζ that transform as ζ 7→ −ζ under the local involutions. The
F-Givental action generates a more general ω˛

0,2 but does not change ω˛
0,2, which remains the

‘standard’ one.

Besides, the F-Airy structure in the proposition above would not be changed if we modify the
F-spectral curve by adding V0-valued constants to x, an even (with respect to the local invo-
lutions) germ of holomorphic function to y, and a germ of holomorphic bidifferential to ω0,2

which is even in at least one of its variables. This freedom could be exploited to investigate the
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existence of a global F-spectral curve for which the local curve is the germ near its ramification
points.

The spectral curve description (6.29) is rather compact in contrast to the (equivalent) F-Airy
structure description (5.72). It also handles ‘by itself’ the infinite-dimensional questions that
were more annoying to treat in the tensorial presentation. Besides, the F-spectral curve ap-
proach does not need up/down-morphisms to be formulated (it is only necessary to choose
some to compare it to F-CohFTs amplitudes). These advantages can be appreciated in the
extended 2-spin class example studied in Section 5.4.

Example 6.5. A simple computation shows that the following local F-spectral curve is associ-
ated to the extended 2-spin F-CohFT:

x(ζ) =
ζ2

2
e ,

y(ζ) = −ζe1 +
ln(s− ζ)

s
e2 ,

ω˛
0,2(ζ1|ζ2) = (e1 ⊗ e1 + e2 ⊗ e2)

dζ1 dζ2

(ζ1 − ζ2)2 ,

ω˛
0,2(ζ1|ζ2) = (e1 ⊗ e1 + e2 ⊗ e2)

dζ1 dζ2

(ζ1 − ζ2)2

+ e2 ⊗ e1
∑

k1,k2⩾0

(2k1 + 2k2 + 1)!!
(2k1 − 1)!!(2k2 − 1)!!

ζ2k1
1 (−1)k2ζ2k2

2 dζ1 dζ2 ,

w = (0,−s2) .

(6.33)

Note that the double series inω˛
0,2(ζ1|ζ2) takes the alternative form

F2
[ 3

2 ; 1, 1; 1
2 , 1

2

]
(ζ2

1,−ζ2
2)dζ1 dζ2 . (6.34)

where F2 is the second Appell series.

Moreover, we notice that by formally setting e2 = 0 we retrieve the Airy spectral curve, which
is known to compute ψ-class intersection numbers. This is in line with the construction of the
extended 2-spin class, which precisely extends the Witten 2-spin class (i.e. the fundamental
class) by adding the new direction e2.
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