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Abstract

Nonconvex minimisation problems are encountered in many applications such as phase transitions in solids or liq-

uids but also in optimal design tasks or micromagnetism. In contrast to rubber-type elastic materials and many other

variational problems in continuum mechanics, the minimal energy may be not attained. In the sense of (Sobolev) func-

tions, the nonrank-1-convex minimisation problem (M) is ill-posed: The gradients of infimising sequences are enforced

to develop finer and finer oscillations called microstructures. Their limit is a measure, called gradient Young measure

(GYM), and describes the effective energy densityWqc, the quasiconvex envelope of the original energy densityW. This

gives rise to a relaxed minimisation problem (R) which is well-posed in the sense that the minimum is attained. The

paper compares computational aspects of the two problems (M) and (R): neither adaptive finite element methods

nor effective solvers may work for discrete versions of (M) but theoretical and numerical evidence supports that they

work for (R). The drawback of (R) is that the relaxed energy density Wqc is not always given by a known closed-form

formula. Instead, a numerical relaxation has to be involved which is of the form (M) and hence yields a computational

challenge. Other semiconvexity notions are requested and give rise to a new category of algorithms. The demand for

quasiconvexification algorithms is highly motivated by recent models in finite plasticity as the time-discretisation in

the latter models typically leads to nonrank-1-convex minimisation problems.
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1. A variational model for phase transitions

Phase transitions between two or more favourable states can be modelled by a variational model with a

nonconvex energy density [2,3]. Within the framework of finite elasticity, there is a given material body

X � Rn, of dimension n, and an unknown deformation or displacement v : X ! Rm, with m components,
which gives rise to a deformation gradient Dv (at least in a weak sense) which is (pointwise) an m · nmatrix.

Definition 1.1 (nonconvex) The energy density W : Rm�n ! R is convex if for all arguments A;B 2 Rm�n

and all reals k with 0 6 k 6 1 there holds
Fig. 1.

if and
W ðkAþ ð1� kÞBÞ 6 kW ðAÞ þ ð1� kÞW ðBÞ:

If the energy density W : Rm�n ! R is nonconvex there exist some A;B 2 Rm�n and some k with 0 6 k 6 1

such that
kW ðAÞ þ ð1� kÞW ðBÞ < W ðkAþ ð1� kBÞÞ:
Remark 1.1. A convex function W : Rm�n ! R has a second derivative almost everywhere (Aleksandrov�s
theorem).

Definition 1.2 (Problem (M)) Given a lower-order term l.o.t. (i.e., a convex and continuous function
l:o:t: : LpðX;RmÞ ! R with no dependence on derivatives of v) and Dirichlet boundary conditions (abbre-

viated BC), Problem (M) consists in the minimisation of the energy
EðvÞ :¼
Z

X
W ðDvÞdxþ l:o:t:ðvÞ;
amongst all v 2 V; v 2 V means that v 2 W 1;pðX;RmÞ satisfies underlying Dirichlet boundary conditions.

The following list of non-convex energy densities is in increasing order of difficulty for most important

benchmark examples in the context of nonconvex minimisation problems.

Example 1.1 (1D Bolza energy density) For m = 1 = n, the Bolza energy density [9] is a fourth-order

polynomial
W ðF Þ ¼ ð1� F 2Þ2 for all F 2 R;
depicted in Fig. 1; for future use in Theorem 5.1 below let p = 4, q = 4/3, and r = 2 in this example.

The energy density is nonnegative with zeros at �1 and +1 and positive elsewhere. The zeros are often
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1D 2-well functionW(F) = (1�F2)2 plotted as a function of the real argument F. Essential properties are W P 0 andW(F) = 0

only if (F = A = �1 or F = B = 1). The zeros A and B are called wells and correspond to the (preferred) phases of the problem.
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called wells or zero-energy wells or sometimes zero-energy strains or eigenstrains. The slopes

v 0 = ±1 are preferred in the energy minimisation problem (M), a discussion of precise examples follows

below.

Example 1.2 (2D Benchmark) An anti-plane shear model for the 3D Ericksen–James energy density
(below there is a 2D analog) yields a scalar problem with two given fixed wells F1 5 F2 in Rn. The energy

density W : Rn ! R is defined by
W ðF Þ ¼ jF � F 1j2jF � F 2j2 for all F 2 Rn:
Let m = 1, n = 2, p = 4, q = 4/3, and r = 2 in this example where F represents the gradient $v of a

displacement.

Example 1.3 (2D Multi-well quadratic problem) An alternative example with quadratic growth for m = 1,

n = 2, p = 2 = q = r but with multiple wells F 1; F 2; . . . ; F M 2 Rn is provided by W : Rn ! R defined by
W ðF Þ ¼ min
j¼1;...;M

1=2jF � F jj2 for all F 2 Rn:
Clearly, the wells F1,F2, . . .,FM are assumed to be pairwise distinct and M P 2 to ensure that W is

nonconvex.

Example 1.4 (2-Well quadratic problem) Another scalar 2-well example with quadratic growth for m = 1,

p = 2 = q = r in an arbitrary dimension n is provided by W : Rn ! R defined by
W ðF Þ :¼ 1=2ðjF 1j � 1Þ2 þ 1=2ðjF 2j2 þ � � � þ jF nj2Þ for all F 2 Rn:
(In a slight conflict of notation, F1, . . .,Fn denote the components of the argument F ¼ ðF 1; . . . ; F nÞ 2 Rn

rather than the wells as in the other examples of this section.) The two wells are the two vectors

ð
1; 0; . . . ; 0Þ 2 Rn and, then, W coincides with Example 1.3. (For a proof notice that the first contribution

(jF1j�1)2 equals min{(F1�1)2, (F1 + 1)2}.)

Example 1.5 (2-Well-elasticity) Within a geometrically linear framework, namely for linearised Green

strain E :¼ e(u) :¼ symDu, and a linear fourth-order elasticity tensor C, a quadratic energy density reads

1=2CðE � EjÞ : ðE � EjÞ (where colon: denotes the scalar product of two matrices

A : B ¼
Pm

j¼1
Pn

k¼1AjkBjk; here m = n). Here Ej is a given zero-energy strain. In the spirit of the foregoing

multi-well problem, the 2-well elastic energy density reads
W ðEÞ ¼ min
j¼1;2

1=2CðE � EjÞ : ðE � EjÞ for all F 2 Rn�n
sym :
(Rn�n
sym denotes the set of symmetric n · n matrices). This model has the advantage to be applicable to real-life

materials. However, there are two linearisations near the two distinct symmetric wells E1 and E2 which are

reasonable individually. Their simultaneous global meaning is not so convincing in the light of frame-indif-
ference (and other requirements) in finite elasticity.

Example 1.6 (Ericksen–James) A 2D model for phase transitions has been proposed by Ericksen–James

many years ago and has been quoted in many papers but, seemingly, has not been properly published

by the two authors. However, with m = 2 = n and p = 4, q = 4/3, and r = 2 and the deformation gradient

F, F is a 2 · 2 matrix, a frame-indifferent energy density is written as a function of the Cauchy strain tensor
C = FTF,
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W ðF Þ :¼ ðC11 þ C22 � 2Þ2 þ 0:3C2
12 þ ðC11 � 1:1Þ2ðC22 � 1:1Þ2 for all F 2 R2�2:
(Here, Cjk denote the (j,k) component of C = FTF.)

The minimisation problems with aforementioned energy densities lead to ill-posed problems where,

depending on small quantitative details, there may arise at least three cases A, B, and C: There is no min-

imum in case C, there is exactly one minimiser in case B, and there are infinitely many (classical) solutions

in case A. Typically, there arises nonattainment of the infimal energy as it is well-known for about a

century.

Theorem 1.1. [9] Let m = 1 = n and X = (a,b) an open nonvoid interval. Let W be the 2-well energy density of

Example 1.1. The lower-order terms l.o.t. and the Dirichlet boundary conditions (BC) are specified in the three

cases A, B, and C as follows.

(A) For l.o.t. = 0 and in the absence of BC, there exist infinitely many minimisers u in (M) characterised as

Lipschitz continuous u with u 0 = ±1 almost everywhere.
(B) For l.o.t. = 0 and with BC v(a) = va and v(b) = vb for prescribed real values va and vb and an averaged

slope l :¼ ðvb � vaÞ=ðb� aÞ ¼
R b
a v

0ðxÞdx there holds: if jlj < 1 then there exist infinitely many mini-

misers and otherwise (i.e. if 1 6 jlj) there is a unique minimiser.

(C) For l.o.t. ðvÞ ¼
R b
a vðxÞ

2
dx and in the absence of BC, there exists no minimiser, i.e. for any v 2 W1,4(a,b)

there holds E0 :¼ infE(W1,4(a,b)) < E(v).

Proof. The proof of A follows easily once it is clear that any zigzag function which is piecewise affine with

slope ±1, v(x) = ±x + b, is an admissible Sobolev function (when it is globally continuous). Then, the energy

of such function is in fact zero (as v 0(x) = ±1 satisfies W(v 0) = 0). Since E is nonnegative, the minimal energy

is zero and the assertions of A follow.

The proof of B in case 1 6 jlj is slightly more delicate as one has to look for the boundary conditions. As
the average l is outside the open interval between the wells, oscillations do no longer lower the energy. The
tangent line W 0(l)(F�l) + W(l) 6 W(F) on W at l lies strictly below the graph of W. Therefore, any

absolutely continuous function v with v(a) = va and v(b) = vb satisfies
ðb� aÞW ðlÞ ¼
Z b

a
W ðlÞdx ¼

Z b

a
ðW 0ðlÞðv0ðxÞ � lÞ þ W ðlÞÞdx 6

Z b

a
W ðv0ðxÞÞdx ¼ EðvÞ:
Hence the affine function u which satisfies the boundary conditions assumes the minimum E(u) =

(b�a)W(l). The aforementioned strict estimate proves that any other such function v leads to a higher

energy.

The proof of C consists of three steps. First, the energy is the sum of two non-negative energy

contributions and so is always nonnegative, E0 :¼ infE(W1,4(X)) P 0.
Second, we show E0 = 0. In fact, for each e > 0, one can design a global zigzag function ue with u0e ¼ 
1,

hence a solution of (M) in case A, plus the extra condition of small amplitudes, i.e. jue(x)j < e for almost
every x 2 X. Then
0 < EðueÞ < e2 and so lim
e!0

EðueÞ ¼ 0:
In step three we prove that the infimal energy E0 is not attained. In fact, given u 2 W1,4(0,1) with

E(u) = 0, the two non-negative summands in the energy must vanish. This cannot be the case as it leads

to a contradiction: if the lower-order term vanishes, the L2 norm of u vanishes and so u as well as its deriv-

ative u 0 is constantly equal to zero. Owing to the nonconvexity of W, the bulk energy of u 0 � 0 is W(0) = 1

and so E(u) = b � a > 0, which is a contradiction. h
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Fig. 2. Possible solutions u of Problem (M) characterised in Theorem 1.1.A. Exactly the Lipschitz continuous functions u with a

derivative u 0 = ±1 almost everywhere are solutions. Notice that one can construct solutions in form of a sea–saw curve with slopes ±1

of arbitrarily small amplitude by sufficiently many oscillations: kukL1(a, b) is arbitrarily small.

C. Carstensen / Comput. Methods Appl. Mech. Engrg. 194 (2005) 169–193 173
Remark 1.2. If the infimal energy is not attained we call the energy infimal (in contrast to minimal energy)
and speak of an infimising sequence (rather than of a minimising sequence).

Remark 1.3. Fig. 2 illustrates that finite element functions belong to the minimisers as well. Notice that

there is no need for a p-version or hp-version of the finite element method as the lowest-order (i.e. piecewise

affines with piecewise constant derivatives) are exact in the sense that the slope has to be piecewise constant.

Remark 1.4. The formation of microstructures is observed in many alloys (e.g. in a Cu–Al–Ni single crys-

tal). The observed structures have a certain length scale which is not included in the variational model dis-
cussed in this paper. The modelling of enforced small but finite scales require higher-order models with

surface energy to penalise a phase change. Their computation requires the numerical resolution of all

details, and so is beyond the scope of this paper.
2. What can one really learn from finite element simulations?

This most provocative question is critically discussed throughout this section and thereby motivates the

request for alternative numerical models.

Definition 2.1 (Problem (Mh)) Adopt notation from Definition 1.2 and let Vh denote a finite element space

of all first-order discrete finite element functions vh 2 W 1;pðX;RmÞ which satisfy the underlying discrete

Dirichlet BC [11]. Then, Problem (Mh) consists in the minimisation of the energy

Eðv Þ amongst all FE functions v 2 V :
h h h
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To stress the underlying triangulation T (i.e. the set of element domains) we occasionally write

V h ¼ FEðTÞ. Since Vh is a finite-dimensional (affine) subspace of W 1;pðX;RmÞ, the direct method of the cal-

culus of variations allows a proof of existence of discrete minimisers, i.e. Problem (Mh) has solutions, and

the discrete energy minimum is attained.

The literature gives references to convergence of energy rates, i.e. the minimal discrete energy
Fig. 3.

(1,0),
EðuhÞ ¼ minEðV hÞ ¼ inf EðV Þ þOðhaÞ ðas h ! 0Þ;
is explored in terms of their convergence as the (quasi-) uniform mesh-size h tends to zero. There are sharp

upper and lower bounds established; we refer to [8,35,31,42] for some examples and further references.

A general stability theory is established in [35,42] that translates an energy convergence rate into conver-

gence statements about deformations, averaged gradient Young measures, and other well-posed quantities.

Browsing through the literature, however, it appears that all positive examples are model cases: The
infimal energy infE(V) is a priori known (or becomes apparent through the analysis given) and the optimal

finite element function uh as well as the microstructures are designed to lower the discrete energy in parti-

cular patterns.

This is far from what one encounters in practical simulations: if the infimal energy and essential infor-

mation on the microstructure of infimising sequences is known, there is no need for any further computa-

tion. If this information is lacking, then no guaranteed error estimates are known, as illustrated in the

following simple Benchmark example.

Example 2.1 (2D Benchmark from [24]) Adopt notation from Example 1.2 and let W ðF Þ ¼ jF � ð3; 2Þ=ffiffiffiffiffi
13

p
j2jF þ ð3; 2Þ=

ffiffiffiffiffi
13

p
j2 for any F 2 R2 and
l:o:t:ðvÞ ¼ jjv� s3=24þ sjj2L2ðXÞ for s ¼ sðx; yÞ ¼ ð3ðx� 1Þ þ 2yÞ=
ffiffiffiffiffi
13

p
and ðx; yÞ 2 X;
on the rectangle X :¼ (0,1) · (0,3/2). The low-order term guarantees a unique discrete solution uh. The

Dirichlet conditions uD all over the boundary oX as well as the generalised solution can be found in [24]

together with the defining properties in this manufactured example. Problem (M) is known to have no (clas-

sical) solution. Fig. 3 displays the numerical outcome uh from a Newton–Raphson solver reported in [24].

The mesh is (on purpose) not aligned with the layer structure in this rotated essentially one-dimensional

Tartar�s brocken extremal example. This is in agreement with theoretical expectations. A finer mesh was
impossible to compute according to difficulties with the Newton–Raphson solver.
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Deformed mesh in (Mh) for 2D Benchmark of Example 2.1. Microstructure is expected in the lower left triangle conv {(0,0),

(0,1.5)} where one or two bubbles are visible instead of fine oscillations. This is a consequence of a general mesh orientation [8].
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The observation in Example 2.1 is that an asymptotic regime was not really established for the meshes

where a reliable numerical solution for uh is obtained. The discrete problem is in fact a global nonconvex

minimisation problem which causes numerical analysts� nightmares [12].
There is evidence in the aforementioned one-dimensional example that a narrow cluster of a large num-

ber of local minimisers exists around some (global) FE solution uh (i.e. global discrete minimiser). As a re-
sult, any descent method (e.g. a line search in gradient method or Newton–Raphson solver) computes an

(perhaps accurate) approximation of some local minimiser of the discrete energy.

A careful look at the literature reveals that this difficulty is in fact reported. In the computations on Tar-

tar�s 4-well Example [33], for instance, one reads ‘‘Oscillations do not really appear yet’’, although the inf-

imising pattern of microstructures are designed in that paper; the numerical algorithms cannot detect them.

In the comments on very interesting layers within layers computation with ad hoc algorithms [48] one reads

‘‘However, as far as we can tell, the minimisers illustrated in the paper are close to global minimisers.’’

On the one hand, it can be said that extremely good initial values or meshes aligned with layers or other
details of induced microstructures enable the presentation of nice pictures. On the other hand, their com-

putation with universal algorithms under reasonably general conditions is rather more tricky.

One heuristic argument may enlighten the difficulty: The finer the mesh, the closer (hopefully) is the dis-

crete problem (Mh) (with a unique solution) to the ill-posed problem (M) with no (classical) solution. In the

numerical experiments we encounter the ill-posedness of (M) in difficulties in the solution of the discrete

problems for fine meshes.

Hence, we should either abandon (Mh) or, at least, design more powerful algorithms and, in principle,

have to live with defects in the calculation. The convergence analysis seems not to cover computable
approximations.
3. Does adaptivity help in (Mh)?

Sometimes, adaptive algorithms show surprisingly positive effects. The previous section suggested that

the nonalignment with the layer structure may be responsible for the coarse rather than fine oscillation

of Fig. 3. The main argument in this section shows that mesh-refining cannot cure everything. The one-
dimensional counterexample, however, also shows that the inter-grid transformation is the crucial point.

Theorem 3.1 (Useless mesh-refinements for (Mh)) Adopt notation of the 1D Bolza model example of

Theorem 1.1.C with W(F) = (1�F2)2, m = 1 = n, X = (0,1), p = 4, and l.o.t.ðvÞ ¼
R 1
0
jvðxÞj2 dx and without

BC. Let T be a uniform partition of X and let uh be the discrete solution of (Mh) depicted in Fig. 4. Let Tref be
refinement of T obtained by bisection of all or some (but at least one) finite element of the coarse mesh T.

Then, uh solves discrete Euler–Lagrange equations with respect to the refined mesh, i.e.
Fig. 4.

±1 + O
Z
X

rhv0h dxþ
Z

X
uhvh dx ¼ 0 for all vh 2 FEðTrefÞ;
with the discrete (exact) stress rh :¼ DW(Duh). Moreover, uh is, in fact, a local minimiser of E.
Discrete solution uh of (Mh) for uniform mesh in the one-dimensional example of Theorem 1.1.C. The slopes u0h of uh are

(h) and the amplitude juhj < h/2.
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Proof. In step one, we prove that uh satisfies the Euler–Lagrange equations and consider a new node z and

its hat function uz on the finer mesh Tref . It suffices to proveZ Z

X

rhu
0
z dxþ

X
uhuz dx ¼ 0:
Since rh is constant on the element T = supp(u) with mid-point z, the fundamental theorem of calculus yields
Z 1

0

rhu
0
zdx ¼ rhjT

Z 1

0

u0
z dx ¼ rhjT ðuzð1Þ � uzð0ÞÞ ¼ 0:
Moreover, for a uniform partition, u0h assumes only two values ±l close to ±1 and uh is affine along the

element T = supp(u) and vanishes at its mid-point z,
uhðzÞ ¼ 0:
This is checked by studying one element and an arbitrary affine function that minimises the energy. With

respect to mid-point z, uh is anti-symmetric while u is symmetric and so
Z
X
uhuz dx ¼ 0:
This proves the aforementioned identity which, since z is an arbitrary new node, leads to the Euler–

Lagrange equations.

In step two we need to check that uh is a local minimiser of E. Notice that u0h ¼ 
l and so the symmetric
second derivative D2W ðu0hÞ ¼ j is constant. Hence, the Hessian matrix of E(vh) equals the stiffness matrix of

the bilinear form
D2Eðuh; vh;whÞ ¼ j
Z
X
v0hw

0
h dxþ 2

Z
X
vhwh dx;
(for discrete test functions vh and wh) and hence is symmetric and positive definite. This and D1E(uh) = 0
prove that uh is a local minimiser of the discrete energy. h

Remark 3.1 (Prolongation) The theorem asserts that any proper selection of elements marked for refine-

ment as well as the uniform bisection leave the global discrete minimiser uh on the coarse mesh as a local

discrete minimiser on the finer mesh. Clearly, the discrete solution with respect the fine mesh is far away (in

the W1,4 norm) from this local minimiser. Thus, the difficulty is the prolongation and restriction (two inter-

grid operators well-established in multigrid methods) between meshes of different refinement level rather

than the adaptive algorithm.

Remark 3.2 (Nested iteration) The argument of the theorem also shows that a nested iteration within

Newton–Raphson solvers may malfunction in the sense that a close local minimiser is approached which

may be less relevant and is not an accurate approximation to the solution of the finer mesh.

Remark 3.3 (Perturbed mesh) The assertion of the theorem relies on the uniform structured mesh. A per-

turbation of the geometry leads to a similar situation with a cluster of nearby local minimisers.
4. Which quantities are well-posed?

Intense mathematical research over at least four centuries of the calculus of variations provides a clear

resolution of the non(quasi)convex problem (M) at hand. This section summarises the relaxation theory

and the resulting essentially equivalent problem (R).
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The reason for nonattainment of the minimum in (M) is that energy minimisation enforces oscillations

between two (or more) phases (strains or gradients). The limit of those oscillating gradients is not single-

valued, but described by a Gradient Young Measure (GYM), and the energies approach the quasiconvex

envelope.

Definition 4.1 (Quasiconvexification) Adopt notation from Definition 1.2 and let the function

W : Rm�n ! R be as in one of the Examples 1.1–1.6. Then, the quasiconvex envelope or quasiconvexi-

fication Wqc of a function W : Rm�n ! R is defined in [46] by
W qcðF Þ :¼ inf
vðxÞ¼Fx for x2ox

jxj�1
Z

x
W ðDvðxÞÞdx for all F 2 Rm�n:
(The argument v in the infimum is a Lipschitz continuous function; the argument F enters exclusively in the

boundary conditions. The domain x is an arbitrary Lipschitz domain.)

A function is called quasiconvex if it coincides with its quasiconvexification.

Remark 4.1 (Comments on the definition of quasiconvex functions) Because of the factor jxj�1 (x is the

positive Lebesgue measure of x), the definition of Wqc(F) is independent of the size of x. Moreover, a cov-

ering argument proves that the definition is independent of x as long as it is open, connected, and its

boundary ox has zero volume measure.
Hence, the computation of Wqc is a Problem (M) with linear boundary conditions and no lower-order

terms on one�s favourite domain x.

Remark 4.2 (Quasiconvex functions) An alternative definition of quasiconvex functions is to say that

there exists a minimiser of
Z
x
W ðDvðxÞÞdx amongst v 2 W 1;pðX;RmÞ with vðxÞ ¼ Fx for x 2 ox
and this minimiser is the linear function v(x) = Fx for all x 2 x. (This definition applies to smooth W with

proper p-order growth conditions.)

Remark 4.3 (Quasiconvexity is a difficult concept) Unlike convexity, where the pointwise positive definite-

ness of the Hessian is a sufficient criterion, the notion of quasiconvexity is a nonlocal concept [41]. As a

consequence, elementary questions are still open, cf. Remark 9.1 and Conjecture 9.1 below.

The relaxed problem (R) simply substitutes the energy density W by its quasiconvexification Wqc.

Definition 4.2 (Problem (R)) Adopt notation from Definition 1.2 and let Wqc denote the quasiconvex

envelope of Definition 4.1. Then, the relaxed problem (R) consists in the minimisation of the relaxed

energy
ErelðvÞ :¼
Z
X
W qcðDvÞdxþ l:o:t:ðvÞ;
amongst all v 2 V. (Recall that v 2 V means v 2 W 1;pðX;RmÞ satisfies underlying Dirichlet BC.)

Theorem 4.1 (ðRÞ () ðMÞ) (a) The relaxed energy attains its minimum, i.e. problem (R) has solutions.

(b) The problems (M) and (R) are essentially equivalent: for instance, infE(V) = minErel(V); any solution u

of (R) is characterised as the weak limit of an infimising sequence for problem (M); and the stress field

r :¼ DWqc(Du) associated with (R) is a limit of a sequence of stress fields associated with an infimising

sequence for (M).
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Proof. Details (on assumed growth and smoothness conditions) and proofs can be found in the literature,

e.g. in [34,37,50,54]. h

The equivalence of the ill-posed Problem (M) and the well-posed Problem (R) allows the interpretation

of solutions of Problem (R) and their derivatives as macroscopic variables associated with Problem (M): in

this sense one speaks of generalised solutions of Problem (M).

Definition 4.3 (Well-posed � macroscopic quantities) Adopt notation from Definitions 1.2 and 4.2. Let u

be a solution in (R) and let r :¼ DWqc(Du). Then, u is called (generalised) solution in (M), or macroscopic

displacement ordeformation, Du is called macroscopic deformation gradient or macroscopic strain, and r is

called macroscopic stress in Problem (M).

Remark 4.4 (Generalised vs classical solution) Under proper growth and continuity conditions (matched

in all the examples of this paper) there exist generalised solutions but not necessarily classical solutions of
Problem (M). Therefore, one uses the phrase classical solutions for function-valued solutions in contrast to

the phrase measure-valued solutions associated to generalised solutions.

Example 4.1 (1D Bolza energy density) The Bolza energy density of Example 1.1 allows a quasiconvexi-

fication with Wc = Wqc = W** (W** or Wc denote the lower convex envelope) and
Fig. 5.

2-well
W qcðF Þ ¼ maxf0; 1� F 2g2 for all F 2 R;
which coincides with W(F) for arguments F with 1 6 jFj and (in contrast to W) vanishes for jFj < 1 as de-

picted in Fig. 5.

Example 4.2 (Generalised solutions in theorem 1.1) Adopt notation from Theorem 1.1. Then, with the

formula of Example 4.1 one can prove that generalised solutions are characterised as absolutely continuous
functions u : ða; bÞ ! R with ju 0(x)j � 1 for almost every x in A; the assertion B remains valid verbatim;

and, in case C, the function u � 0 is the unique generalised solution. (It is an illustrative exercise to prove

the assertions of Theorem 4.1.)

Remark 4.5 (Quasiconvexity = convexity for scalar problems) It is well-established that there holds

Wqc = Wc � W** if either m = 1 or n = 1. Hence this holds for Examples 1.1–1.4. This is also true in Exam-

ple 1.5 under the compatibility condition
¯

Convexified 1D 2-well function Wqc(F) plotted as a function of the real argument F; cf. Fig. 1.1 for a picture of the nonconvex

function W.
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E2 � E1 ¼ syma� b for some vectors a; b 2 R2
and fails otherwise [40]. However, in both cases, there is a closed formula known for Wqc. This is different

in Example 1.6 where, to the knowledge of the author, no closed formula is known for Wqc. Cf. also Re-

mark 9.1 and Conjecture 9.1 below.

The discretisation of (R) results naturally in (Rh).

Definition 4.4 (Problem (Rh)) Adopt notation from Definition 4.2 and let Vh denote the finite element

space of all first-order discrete finite element functions vh 2 W 1;pðX;RmÞ which satisfy the underlying
discrete Dirichlet BC, Problem (Rh) consists in the minimisation of the energy
ErelðvhÞ amongst all FE functions vh 2 V h:
Example 4.3 (2D Benchmark from [24]) The relaxed problem for the situation of Example 2.1 is derived in

[26,24] with an explicit formula for Wqc. The remaining data are as before. Fig. 6 displays the numerical

outcome uh from a Newton–Raphson [24]. In comparison with Fig. 3, one finds that 1. the relaxed solution

is easily obtained as (Rh) is convex and the Hessian is positive definite (because of the lower order term); 2.

there are no oscillations visible in the relaxed solution, but it appears a good approximation to the gener-

alised solution. A comprehensive empirical investigation of the stress error with convergence rates and

much more details can be found in [24].

Remark 4.6. The computation with (Rh) in the benchmark example was easily feasible because of an expli-

cit formula of Wqc. Notice that, in general, Wqc is as difficult to compute as (Mh) and we argued above that

the accurate solution of (Mh) may be impossible. The general situation in which there is no closed formula

known for Wqc, is hence significantly harder and requires a numerical relaxation discussed in Section 9

below.

Open Problem 4.1. Find a closed-form formula for Wqc in Example 1.6.
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0

0.5

1

1.5

-0.2

0

0.2

0.4

0.6

0.8

1
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Deformed mesh in (Rh) for the 2D benchmark of Example 2.1. Microstructure is expected in the lower left triangle conv {(0,0),

(0,1.5)} for (M). In a neighbourhood of the anti-diagonal conv {(1,0), (0,1.5)}, this finite element approximation appears

––in fact, it appears to be too smooth in comparison to an adaptive approximation of Fig. 7.



180 C. Carstensen / Comput. Methods Appl. Mech. Engrg. 194 (2005) 169–193
5. How does one compute well-posed quantities effectively?

There is an easy affirmative answer in case that Wqc =Wc is known and hence (Rh) is directly accessible:

standard software works and adaptive multilevel solver perform extremely effective. A priori and some a

posteriori error control is applicable, but there occurs some reliability–efficiency gap. The section concludes
with less optimistic remarks about the case Wqc 5 Wc.

In case Wqc =Wc the relaxed problem (Rh) is convex but not even strictly convex and so degenerated:

typically D2W(F) may vanish for some arguments but is always positive semidefinite. However, (R) and

(Rh) may have more than one solution.

Theorem 5.1 (A priori stress error control) Let u and uh denote a minimiser of Problem (R) and (Rh) with

exact and discrete stress field r :¼ DW(Du) and rh :¼ DW(Duh), respectively. Suppose that W is given in

Examples 1.1–1.4, or in Example 1.5 under the compatibility condition so that Wqc = Wc. Then there holds

quasioptimal convergence of the stress error in the sense
jjr � rhjjrLqðXÞ K inf
vh2V h

jjDðu� vhÞjjrLpðXÞ:
Here and below, A [ B abbreviates A 6 CB for some generic positive constant C which may depend on the

shape of the elements in the triangulation but does not depend on their sizes.

Proof. Details and proofs can be found in slightly different notation in [26,27]. h

Remark 5.1 (Uniqueness of stresses) It is proven in [26] that the continuous and discrete stress field

r :¼ DW(Du) and rh :¼ DW(Duh), respectively, is unique. In general, neither u nor uh is uniquely deter-
mined. In the 2D benchmark example, however, the lower order term yields uniqueness of u and uh, respec-

tively, as well. Nevertheless, the unique stress error is under control in Theorem 5.1 where u is an arbitrary

solution of (R).

Remark 5.2 (Regularity) Higher regularity of the stress variables is known [25] while, for p = 2, the solu-

tions are at most Lipschitz continuous [24,32]. As a consequence, the convergence rates of the right-hand

side in Theorem 5.1 may be reduced.

Non-optimal experimental convergence rates motivate the usage of adaptive mesh-refining algorithms

frequently based upon on a posteriori error control. Very recently, stress-averaging error estimators have

been proven to be reliable and efficient for linear variational equalities and inequalities [21,17,13,14,16,5]. A

corresponding estimator reads as follows: given a piecewise polynomial (e.g. piecewise constant) and, in

general, globally discontinuous discrete stress field rh and given a node z 2 N of the underlying triangula-
tion T, let (Arh)(z) be defined as the integral mean
ðArhÞðzÞ :¼ jxzj�1
Z
xz

rh dx 2 Rm�n;
of rh over the patch xz (xz is the union of all finite elements which involve the node z). There are modifi-

cations required on Neumann boundaries; cf. [21,17] for details. Then, in each component, the finite ele-

ment function Arh 2 LqðX;Rm�nÞ is defined by interpolation of its (already prescribed) nodal values. This
simple postprocessing defines the averaging error estimator
gA :¼ jjrh � ArhjjLqðXÞ;
as well as the local refinement indicators gT :¼ jjrh � ArhjjLqðT Þ for each element domain T 2 T. For com-

parison, we also discuss the explicit residual-based a posteriori error estimator
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gR :¼
X
T2T

hT ðDl:o:t:ðuhÞ þ divrhÞk kqLqðT Þ þ
X
E2E

h1=pE ½rh�mE
��� ���q

LqðEÞ

 !1=q

;

for the discrete solution uh of (Rh) and the discrete stress field rh :¼ DWc(Duh). Therein, hT and hE denote
the size of the element T and the edge E with normal unit vector mE, respectively, and T and E denotes the

sets of all elements and edges in the underlying mesh. Furthermore, D l.o.t.(uh) denotes the linearisation of

the low-order term l.o.t. at uh and [rh] denotes the jump of the discrete stresses across the element edges

E 2 E with standard modifications at Neumann boundaries.

Theorem 5.2 (A Posteriori stress error control) Adopt the aforementioned notation and the assumptions from

Theorem 5.1. Then the error estimator gA and gR are reliable in the sense of
jjr � rhjjrLqðXÞ K minfgR; gA þ h:o:t:g:
Here and below, h.o.t. denotes higher-order terms which arise as approximation errors of the low-order terms

l.o.t. weighted by the mesh-size.

Proof. Details and proofs can be found in slightly different notation in [26,27,24]. h

A typical adaptive mesh-refining algorithm based on the refinement indicators gT is employed for a first

set of refined meshes.

Algorithm 5.1 (Adaptive algorithm)

(1) Start with a coarse initial mesh T0, set ‘ = 0.

(2) Solve the discrete problem (Rh‘
) on the mesh T‘ with N degrees of freedom; compute discrete stress

r‘ :¼ DWqc(Du‘); display the stress error jjr � r‘jjLqðXÞ.

(3) Compute gT for each T in T‘; display error estimators gR and gA as a function of N.
(4) Decide to stop (then terminate computation) or to refine (then go to (5)).

(5) Mark T 2 T‘ for red-refinement provided
Tol: :¼ 1=2max
K2T‘

gK 6 gT
(6) Refine further triangles to avoid hanging nodes and thereby generate a new mesh T‘þ1 by red–green–

blue refinement. Update ‘ to ‘ + 1 and go to (2).

Example 5.1 (2D Benchmark from [24]) In continuation of Example 4.3, Fig. 7 displays uh15
based on

‘ = 15 refinement steps of Algorithm 5.1. One can clearly see the improved resolution of the (anti-diagonal)

interface conv {(1,0), (0,1.5)} in the rectangular domain X.
Fig. 8 displays the stress errors in the notation of Algorithm 5.1 and provides numerical evidence for the

improvement of the mesh by the adaptive mesh-refining strategy over uniform mesh-refining. A

comprehensive empirical investigation of the stress error with convergence rates and much more details

can be found in [24].

Remark 5.3 (No error control on gradients/strains) The general nonuniqueness of the exact and discrete

displacement or deformation variables clearly indicates that the strain error Du�Duh cannot be controlled.

This leads to difficulties in the reliable error estimation which results in the decision to stop (then terminate

computation) or to refine (then go to (5)).
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Fig. 7. Deformed mesh in (Rh) for the 2D benchmark of Example 4.3 based on adaptively refined triangulation T15 with N = 918

degrees of freedom generated by Algorithm 5.1 [24]. The resolution of the (anti-diagonal) interface conv {(1,0), (0,1.5)} is much better

here in comparison to a uniform mesh displayed in Fig. 6.

Fig. 8. Empirical convergence rates in the 2D benchmark of Example 4.3 for sequences of uniform and adaptive meshes in (Rh)

generated by Algorithm 5.1. The stress error kr�r‘kL4/3(X) or the error estimators gR and gA are plotted as functions of the numberN of

degrees of freedom in a logarithmic scaling on both axis.
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Remark 5.4 (Reliability-efficiency gap) Lower bounds are no valid upper error bounds and vice versa: The

power r = 2 on the lower bound does not appear on the upper bound in the reliability estimate of Theorem
5.2. This is a miss-balance: The lower bound appears as errorr and the upper bound as error1. Hence, the

(guaranteed) upper bound is not efficient while the efficient version is not guaranteed. Cf. Fig. 8 for numer-

ical results on the reliability-efficiency gap.
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The general assumption throughout this section was Wqc =Wc and, indeed, much less is established in

the nonconvex case.

Remark 5.5 (Nonconvex case Wqc 5 Wc) In case that Wqc is not convex, rumour tells that standard

algorithms might work. To the best knowledge of the author, there is no theoretical support for this.

Moreover, there appears that neither a priori nor a posteriori error control is available for this case. In the

wide area of nonconvex minimisation problems, there seems to be only one global error estimate [19]

available for (uniformly) polyconvex materials which is, however, far from applicable for relaxed energy

densities. (Notice that local estimate based on the implicit function theorem [30] can be found, but

apparently not for arbitrary global discrete solutions.)

Open Problem 5.1. Prove or disprove, under realistic hypothesis, a priori and a posteriori error estimates

for (Rh) in Example 1.6 (assuming that Wqc can be evaluated exactly) or in Example 1.5 without the com-

patibility condition.
6. Convergence of adaptive FEM in (Rh)

It is the aim of this section to provide a convergent algorithm for self-adaptive mesh-refining in (Rh) for a

simple model Example 1.4 with quadratic growth. For the ease of this presentation, let
Fig. 9.

can be
EðvÞ ¼
Z

X
W ðDvÞdx�

Z
X
fvdx for v 2 V :¼ H 1

0ðXÞ;
with a given f 2 H1(X) and with the energy density defined, for F ¼ DvðxÞ 2 Rn and with s+ :¼ max{s, 0}

and s2þ :¼ maxfs; 0g2, by
W ðF Þ ¼ 1
2
ðjF 1j � 1Þ2þ þ 1

2
jF 2j2 þ � � � þ 1

2
jF nj2:
This is in fact the convex lower envelope of the non-convex energy density of Example 1.4; a proof of

that is straightforward and hence omitted.

Problem (Rh‘
) consists of minimising E over a finite element space V‘ as in Algorithm 5.1.

Algorithm 6.1 (AFEM) Perform (1)–(4) and (6) as in Algorithm 5.1 and replace (5) by: given
gT :¼ h2T jjDf jjL2ðT Þ þ
X

E2EðT Þ
jjh1=2E ½rh�mEjjL2ðEÞ for T 2 T‘;
(where EðT Þ denotes the set of edges of T) mark element domains in the subset M‘ of T‘ for bisect5 refine-

ment of Fig. 9 such that
Refinement of a triangle T with bisect5(T) into 6 triangles with a new interior node mid(T) inside T. Notice that this bisect5(T)

regarded as the result of 5 newest-vertex bisections; for more details and a MATLAB implementation cf. [18].
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1=2
X
K2T‘

g2K 6

X
T2M‘

g2T :
Within the Algorithm 6.1, it is a priori not at all clear that every element will be refined and hence the

mesh-size tends to zero. Therefore, the sequence of generated finite element spaces is not necessarily dense in

V and so the a priori error estimate does not guarantee convergence of the adaptive algorithm. Because of

the reliability-efficiency gap it is moreover not at all obvious that the argument in the linear situation

[10,36,43,44] or for the p-Laplacian [52] apply and, in fact, additional arguments seem to be necessary.

Theorem 6.1 (Convergence of AFEM) Provided possible additional refinements guarantee that kh2‘Df kL2ðXÞ
tends to zero as ‘! 1, the Algorithm 6.1 is convergent in the sense that the sequence of stress approximations

r0,r1,r2, . . . converges in L2ðX;RnÞ to the exact stress field r :¼ DW(Du) in Problem (R),
lim
‘!1

jjr � r‘jjL2ðXÞ ¼ 0:
The proof is sketched below and based on the following stress-control convexity estimate. The relevance

of the second estimate has been noticed before [25,26].

Lemma 6.1. Set r(F) :¼ DW(F) for F 2 Rn. Then, for any A;B 2 Rn, there hold
1=2jrðAÞ � rðBÞj2 6 W ðBÞ � W ðAÞ � rðAÞ � ðB� AÞ;
jrðAÞ � rðBÞj2 6 ðrðAÞ � rðBÞÞ � ðA� BÞ:
Proof. Let n = 1 and abbreviate a :¼ r(A) and b :¼ r(B). In case jAj > 1 there holds a 5 0 and an elemen-
tary calculation shows
a � ðA� aÞ ¼ ðjAj � 1Þþ ¼ jaj:
This holds obviously for jAj 6 1. Since jB � bj = jBj 6 1 if jBj 6 1 and otherwise jB�bj = jB � B +

signBj = 1, a Cauchy inequality shows
�jaj 6 a � ðb � BÞ:

The combination of the two aforementioned estimates with some elementary manipulations leads to the

assertion for n = 1
0 6 a � ðA� aÞ þ a � ðb � BÞ ¼ 1=2jbj2 � 1=2jaj2 � a � ðB� AÞ � 1=2ja � bj2

¼ W ðBÞ � W ðAÞ � rðAÞ � ðB� AÞ � 1=2jrðAÞ � rðBÞj2:
Let n > 1 and apply the aforementioned estimate to the first contribution 1=2ðjF 1j � 1Þ2þ and use

elementary reformulations for the remaining components 1/2(jF2j2 + � � � + jFnj2) to prove the lemma; we

omit further details. h

Proof of Theorem 6.1. Let uj denote the finite element solution of (Rh) with respect to Vj and let u denote the

exact solution. The second estimate of Lemma 6.1 shows
jrðDuÞ � rðDuhÞj2 6 ðrðDuÞ � rðDuhÞÞ � Dðu� uhÞ;
almost everywhere in X. Writing r :¼ r(Du) and rj :¼ r(Duj) one deduces
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jjr � rjjj2L2ðXÞ 6

Z
X
ðr � rjÞ � Dðu� ujÞdx ¼ Rjðu� ujÞ;
with the residual Rj 2 V* defined by
RjðvÞ :¼
Z

X
fvdx�

Z
X

rj � Dvdx for v 2 V :
The Galerkin orthogonality property and the definition of the dual norm show
Rjðu� ujÞ ¼ Rjðu� vjÞ 6 jjRjjjV � jju� vjjjV ;
for all vj 2 Vj and so
jjr � rjjj2L2ðXÞ 6 jjRjjjV � distðu; V jÞ:
It remains open (and remains not important for the analysis below) whether or not dist(u,Vj) tends to zero

for j ! 1. However, since V0 � V1 � V2 � . . ., there holds dist(u,Vj) 6 dist (u,V0) ¼: c1 and so
jjr � rjjj2L2ðXÞ 6 c1jjRjjjV � :
The next estimate of kRjkV* can be adopted from [43,44,15,52] and is based on the reliability of the a poste-

riori error estimates, namely
kRjjj2V � 6 c2
X
T2Tj

g2T ;
followed by the bulk criterion:
jjRjjj2V � 6 2c3
X
T2Mj

g2T :
Within the Algorithm 6.1, each element T in Mj is bisect5-refined as depicted in Fig. 9. Therefore, the re-

fined finite element space includes discrete edge-bubble functions which allow for a discrete efficiency

estimate
gT 6 c4jjrjþ1 � rjjjL2ðxT Þ þ c4h
2
T jjDf jjL2ðxT Þ;
for a neighbourhood xT of T. The proof is the same as in the linear situation of [43,44,15] because the

arguments affect exclusively the stress fields. Since those neighbourhoods have finite overlap, one

concludes
jjRjjjV � 6 c5jjrjþ1 � rjjjL2ðXÞ þ c5jjh2Df jjL2ðXÞ:
The combination of the last with the aforementioned estimate leads to
jjr � rjjj2L2ðXÞ 6 c1c5jjrjþ1 � rjjjL2ðXÞ þ c1c5jjh2Df jjL2ðXÞ:
To estimate rj+1�rj, Lemma 6.1 is employed with A :¼ Duj+1 and B :¼ Duj to show, almost everywhere,
1=2jrjþ1 � rjj2 6 W ðDujÞ � W ðDujþ1Þ þ rjþ1 � Dðujþ1 � ujÞ:
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An integration over the domain and the Galerkin equations with the test function uj+1�uj 2 Vj+1 lead to
1=2jjrjþ1 � rjjj2L2ðXÞ 6 EðujÞ � Eðujþ1Þ:
Altogether, there holds the key estimate
jjr � rjjj4L2ðXÞ 6 4c21c
2
5ðEðujÞ � Eðujþ1ÞÞ þ 2c21c

2
5jjh

2Df jj2L2ðXÞ:
The key observation is that the energies E(u0),E(u1),E(u2), . . . form a monotone decreasing sequence

bounded below by E(u). Consequently the sequence (E(uj)) is a Cauchy sequence (its limit is not assumed

to equal E(u) here) and so
lim
j!1

ðEðujÞ � Eðujþ1ÞÞ ¼ 0:
The aforementioned estimate together with the assumption lim‘!1jjh2‘Df jjL2ðXÞ¼0 imply the convergence

of kr�rjkL2(X) to zero. h
7. Can one recover oscillations from (Rh)?

A direct comparison of Fig. 3 with Fig. 6 or Fig. 7 illustrates that the relaxed problem shows no oscil-

lations at all––those are filtered out in the (quasi-) convexification process.

For some applications, the Young measure generated by oscillations is essential [53] or even of primary

interest [42]. The generated Young measure is not always uniquely determined, for instance for multi-well
problems. But even then the class of possible microstructure is well-posed in terms of possible Young

measures. Explicit formulae follow from necessary conditions in the minimisation process: for almost

every material point x and strain F = Du(x), where u denotes a weak limit of an infimising sequence in

(M), several conditions are necessary from the generation of the Young measure. As pointed out in

[37], there holds
W cðF Þ ¼ min
l

hW ; li;
where l is a (homogeneous gradient) Young measure with centre of inertia l ¼ F . Another necessary con-
dition for the minimisation process is the extremality condition
suppl � fF 2 Rm�n : W ðF Þ ¼ W cðF Þg:

Instead of a discussion of general properties, this presentation studies a few simple examples of unique

Young measures. In the simplest case of the 1D Bolza energy density of Example 1.1 with m = 1 = n and a

scalar argument F, the optimality condition leads to three different cases, namely (i) F 6 �1, (ii)

�1 6 F 6 1, and (iii) 1 6 F. For 1 < jFj the tangent at W through (F,W(F)) leaves the remaining part of

the graph on one side and hence the Dirac measure l = dF supported at F is minimising. As W is locally

strictly convex for arguments F with 1 < jFj, we deduce from Jensen�s inequality that this measure l = dF
is solely minimising. Altogether, we have mx = dDu(x) in case (i) and (iii). In the more interesting case (ii) with

�1 < F < 1,
l ¼ kd�1 þ ð1� kÞdþ1;
leads to some convex coefficient k defined by k� (1�k) = F (this is the mean condition with l) and gives a

minimising Young measure with centre of mass l ¼ F . The exercise of proving that this Young measure is
the only minimiser is left to the reader.



Fig. 10. Plot of the volume fraction kh = K(Duh) computed in a simple post-processing from (Rh) for the 2D benchmark of Example 4.3

based on adaptively refined triangulation T15 of Fig. 7.
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Given an approximation uh to the solution u in (R), the closed form function allows for a computation of

a Young measure approximation within a simple post processing [26,24]. The resulting recovery of the

Young measure reads
m ¼ KðDuÞ � dSþðDuÞ þ ð1� KðDuÞÞ � dS�ðDuÞ;
for certain functions S±(F) and KðF Þ ¼ ‘1
‘1þ‘2

given in geometric closed form as a function of F and the two

wells F 2 ¼ ð3; 2Þ=
ffiffiffiffiffi
13

p
¼ �F 1. The volume fraction is given in Fig. 10. Its computation is a simple post-

processing with the formula for K,
0 6 KðF Þ ¼ 1=2ð1þ F 2 � F ðf � jPF j2Þ�1=2Þ 6 1;
with some PF :¼ F� (F2 Æ F)F2 for any F 2 R2; cf. [24]. An error control for kh :¼ K(Duh) as an approxima-

tion to k :¼ K(Du) depends on pointwise convergence of the strain Duh to Du discussed in Section 8.

For man other examples, a relaxation formula is not known, hence numerical relaxation of Section 9 can
be used.
8. Is there any strong convergence of gradients?

In the minimisation problem (M), the finite element strain approximations Duj are typically weakly con-

vergent but not strongly. In fact, a strong limit of an infimising sequence uj in problem (M) would be a min-

imiser and so excludes microstructures. This is utterly different in Problem (R). In some applications such as
the pointwise convergence of Young measures or in time-evolving problems allowing for hysteresis, a point-

wise convergence of the strain would be desirable. A first positive example is reported in [47] for a bench-



188 C. Carstensen / Comput. Methods Appl. Mech. Engrg. 194 (2005) 169–193
mark problem in 1D where some particular quadrature rule is adopted and essentially required in the

proofs.

The numerical treatment of degenerately convex problems with a Newton–Raphson type scheme

requires the regularity of an inverse of the second derivative. The Frechèt derivative D2E, however,

is (where it exists) positive semi-definite (as E is convex) but not necessarily positive definite. Hence
the stiffness matrix associated with D2E may be singular or, at least, the condition number may be unac-

ceptably large. Then some numerical stabilisation is in order that adds a small positive contribution to the

stiffness matrix associated with D2E. The perturbation has to be balanced in that it should be large en-

ough to improve the condition numbers and simultaneously sufficiently small to change the problem not

too much.

It came much as a surprise to the authors that appropriate stabilisation yields strong convergence [6]. In

order to illustrate some of the arguments in the proof of
lim
h!0

jjDu� DuhjjL2ðXÞ ¼ 0; ð8:1Þ
for the exact solution u of Problem (R) and its stabilized discrete solution uh, we adopt notation from the

previous sections and avoid further technicalities through the (unrealistic) assumption of C1 finite element

methods and a stabilised formulation
Erel
h ðvhÞ :¼ ErelðvhÞ þ h2

Z
X
jDvhj2 dx: ð8:2Þ
Suppose furthermore that there exists a low-order term in E that allows for uniform monotonicity such

that standard arguments from the literature with the Galerkin orthogonality yield
h2jjDðu� uhÞjj2L2ðXÞ þ jju� uhjj2L2ðXÞ 6 Ch2; ð8:3Þ
provided u 2 H 2ðX;RmÞ. Then, an integration by parts for e :¼ u�uh and e = 0 on oX leads to
jjDejj2L2ðXÞ ¼
Z

X
De : Dedx ¼ �

Z
X
e � Dedx:
Cauchy�s inequality, Young�s inequality in the resulting upper bound, and 8.3 in the final step prove
jjDejj2L2ðXÞ 6 jjejjL2ðXÞjjDejjL2ðXÞ 6
h
2
jjDejj2L2ðXÞ þ

h�1

2
jjejj2L2ðXÞ 6 Ch:
Hence there holds strong convergence of gradients 8.1 if u 2 H 2ðX;RmÞ. Since this argument requires C1

conforming finite elements the practical use of stabilisation (8.2) is too limited. The paper [6] establishes

three stabilisations (i)–(iii) for standard (C0 conforming) low-order finite element methods where one adds

three discrete contributions to the relaxed energy E:

(i) In the stabilisation via jumps of gradients one adds
X
E2EX

hc
E

Z
E
j½Dvh�j2 ds;
to the relaxed energy Erel; here Dvh is element wise smooth and possibly discontinuous with jumps

[Dvh] over inner element edges E of diameter hE :¼ diam(E).

(ii) In the stabilisation via distances to averages of gradients one adds
Z
X
hc�1
T jDvh � ADvhj2 dx;
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to the relaxed energy Erel with the averaging operator of Section 5.1.

(iii) In the stabilisation via gradients one adds
hc

Z
X
jDvhj2 dx;
to the relaxed energy Erel.

In all the three cases (i)–(iii), the additional term allows for an interpretation as an artificial surface en-

ergy steered by the parameter c. The paper [6] gives ranges of the parameter c and even resulting conver-

gence rates under the strong assumption of smooth exact weak solution. This assumption appears too

strong for many examples, cf. e.g. [24].
However, even if the solutions are nonsmooth, the (controlled) stabilisation causes no harm and im-

proves the convergence behaviour tremendously. The papers [7,6] report on numerical examples and [7]

even includes a convergence proof of the iterative solution of the discrete problem which is not affected

by the regularity of the exact solution.

Open Problem 8.1. Design an iterative algorithm for solving (Rh) and prove its convergence under realistic

hypothesis in Example 1.6 (assuming, in a first attempt, that Wqc can be evaluated exactly) or in Example

1.5 without the compatibility condition.
9. How to relax numerically?

In case that Wqc is not given as a closed form expression, the numerical calculation Wqc is required,

called numerical relaxation. As metioned in Section 4, this leads to problem (M) with simple domain, linear

boundary conditions, and neither loads nor lower-order terms. It has been noticed in Section 2 that the

computation of (Mh) is extremely difficult because of oscillations and local minimisers and this essential
difficulty remains for the numerical relaxation.

The approximation ofWqc is therefore better undertaken in another way with more insight in and use of

semiconvex notions. Some of those are depicted in the following diagram
convex ) polyconvex ) quasiconvex ) rank� 1� convex:
The concept of a polyconvex function, i.e. a convex function of all the minors of the matrix-valued argu-

ment, has been introduced in [1]. A function is called rank-1-convex if it is convex along any line in the
direction of a rank-1 matrix. We refer to [34,35] for definitions, details and proofs.

Based on a class C of convex, polyconvex, quasiconvex, or rank-one-convex real-valued functions on the

space of matrices Rm � n, one defines the corresponding hull or envelope of a given function f : Rm�n ! R

by
f CðF Þ :¼ supfgðF Þ : g 2 C with g 6 f g:

This general construction leads to the respective convex hull Wc, the polyconvex hull Wpc, quasiconvex

hull Wqc, and the rank-1-convex hull Wr1c (also called envelope) of the energy density W
W c
6 W pc

6 W qc
6 W r1c

6 W :
It should be added that all the hulls coincide if m = 1 or n = 1.

The first target of a numerical relaxation is the computation ofWqc and lower and upper bounds thereof.

This leads to the numerical approximation of Wpc and Wr1c based on alternative definitions.
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The computation of Wpc is based on convexification in the space of minors, i.e. a convexification in 19

dimensions for m = 3 = n [34]. We refer to [4,35] for details, references, and numerical examples.

The computation of Wr1c is based on a layer-within-layer construction represented by a tree structure.

Each of the leaves comes from some rank-1 matrix as a geometric side restriction called Hadamard jump

condition [3]. There is evidence in the literature that second degree lamination is really necessary. We refer
to [7] for numerical examples.

The lower and upper bounds do not really provide the derivatives of Wqc which, therefore, has to be

approximated numerically. As a consequence, the fast evaluation of the lower and upper bound as well

as their effective data representation is important. The coarse discretisations of [7] clearly reflect that further

improvements of the underlying algorithms and concepts might be necessary. This is even more true for

more complicated mathematical models such as [23,49].

It is quite a challenging remaining task to discover new types of microstructure with the computer which,

perhaps, requires new semiconvex notions and possibly new search routines and data organisations.

Remark 9.1 (Quasiconvexity vs rank-1-convexity) In general, the two concepts are different, i.e. not

every rank-1-convex function is quasiconvex if m P 3 and n P 2 [51]. (Recall that the two concepts

coincide for m = 1 or n = 1). It is an open question whether Wqc = Wr1c for m = 2 = n or not. It is

conjectured that, in fact, this may be the case. [Cf. also the mathematical review [22] and the references
discussed therein.]

Open Problem 9.1. Prove or disprove the conjecture Wqc = Wr1c for m = 2 = n.
10. Time-evolving microstructures

Time-evolving microstructures are believed to arise from nonlinear evolutions equations with a nonmono-

tone stress–strain relation. For instance, the numerical simulation of a nonlinear wave equation
utt ¼ divSðDuÞ in Q ¼ X � ð0; T Þ; ð10:1Þ
the space-time domain, plus boundary and initial conditions is certainly one of the important tasks in com-

putational sciences and engineering. The hyperbolic nature of (10.1) possibly leads to discontinuities (e.g.

shocks). The nonlinear stress–strain relation S = DW is modelled by the gradient of a smooth but non-con-

vex function W. For the numerical simulation with (10.1), a viscous regularisation
utt ¼ divSðDuÞ þ lDut; ð10:2Þ

has been proposed [39,20] for a small viscosity parameter l > 0. It is known that the initial-boundary value

problem with (10.2) has a solution if S is Lipschitz continuous (and possibly nonmonotone) [38].

The full discretisation of a damped nonlinear wave equation
utt ¼ divðrðDuÞ þ DutÞ in X � ½0; T �;

plus (inhomogeneous) initial and boundary conditions involves a backward Euler scheme in time and finite

element discretisations in space. Even for varying time-step sizes and different finite element discretisations
for different time-steps there exists a discrete solution Uj in the j-th time increment as a minimiser of a var-

iational problem provided the time-step kj satisfies kjL < 1/2 for the Lipschitz constant L of the Lipschitz

continuous stress function r : Rm�n ! Rm�n. Given the discrete solution Uj at the time level tj as an approx-

imation of the exact solution u(tj), we estimate the errors in the displacement ej :¼ u(tj)�Uj and in the velo-

cities dj :¼ ut(tj)� (Uj�Uj� 1)/kj. The main result in [20] states the a priori error estimate
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max
n¼1;...;N

jjenjjL2ðXÞ þ
XN
j¼1

kjðjjdjjj2L2ðXÞ þ jDejj2L2ðXÞÞ
 !1=2

6 c6 expðT Þðhþ kÞ;
for the maximal mesh-size h and the sufficiently small maximal time step k. The (h,k)-independent constant

c6 depends on higher regularity of the exact solution u, on the viscosity l, and on X; it depends furthermore
on the quotient of two consecutive time-interval lengths and on h2j=kj. Our analysis remains valid for h ! 0

and moderate time-steps while fails for fixed h and k ! 0. The proof employs a Gronwall inequality for

sums and so may be viewed as a discrete analogy of two successive integrals.
The situation for l = 0, however, cannot be handled since some a priori bounds of the discrete FE solu-

tions are missing in the passage to the limit. As a consequence, measure-valued solution concepts are nec-

essary which are weak enough to allow high oscillations in the limit [29]. Under some conditions, there

exists a Young measure solution (u,m) in the sense that u� g 2 W 1;1ðð0; T Þ; L2ðXÞÞ \ L1ðð0; T Þ;W 1;p
0 ðXÞÞ

and m = (mx,t:(x, t) 2 Q) is a family of probability measure with mean Du in the sense that
Duðx; tÞ ¼ hmx;t; Idi for almost every ðx; tÞ 2 Q;
such that, for all f 2 C1
0 ðQÞ there holds
Z T

0

Z
X
ðhm; Sirf � utftÞdxdt ¼ 0:
Here hm,Si is defined as dual pairing of S with the measure m, i.e.
hm; Si :¼
Z
Rm�n

SðAÞdmðAÞ:
It is in fact possible to base a numerical approximation on this weak formulation [29] with a weak con-

vergence property and numerical examples. The general picture over such type of numerical analysis, how-

ever, seems to be still in its infancy.
More parabolic-type models allowing for hysteresis are discussed in [23,28] following first principles [45].

Open Problem 10.1. Prove [or disprove] that microstructure originates even for smooth and compatible

initial and boundary conditions for the nonlinear hyperbolic problem with nonmonotone stress–strain
relations.
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