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ABSTRACT. We prove a strong vanishing result for finite length Koszul modules, and use it to derive Green’s
conjecture for every g-cuspidal rational curve over an algebraically closed field k, with char(k) = 0 or
char(k) ≥ g+2

2
. As a consequence, we deduce that the general canonical curve of genus g satisfies Green’s

conjecture in this range. Our results are new in positive characteristic, whereas in characteristic zero they
provide a different proof for theorems first obtained in two landmark papers by Voisin. Our strategy involves
establishing two key results of independent interest: (1) we describe an explicit, characteristic-independent
version of Hermite reciprocity for sl2-representations; (2) we completely characterize, in arbitrary character-
istics, the (non-)vanishing behavior of the syzygies of the tangential variety to a rational normal curve.

1. INTRODUCTION

Formulated in 1984, Green’s Conjecture [14, Conjecture 5.1] predicts that one can recognize in a precise
way the intrinsic complexity of a smooth algebraic curve from the syzygies of its canonical embedding.
If C ↪→ Pg−1 is a non-hyperelliptic canonically embedded curve of genus g, we denote by Ki,j(C,ωC)
the Koszul cohomology group of i-th syzygies of weight j. Green’s Conjecture predicts the equivalence

Ki,1(C,ωC) = 0⇐⇒ i ≥ g − Cliff(C)− 1,

where Cliff(C) is the Clifford index of C. Equivalently, Ki,2(C,ωC) = 0 if and only if i < Cliff(C).
Although for arbitrary curves the conjecture remains wide open, Green’s Conjecture for a general curve
of every genus has been resolved using geometric methods in two landmark papers by Voisin [29, 30].
In this case one has Cliff(C) = bg−1

2 c and Green’s Conjecture reduces to a single vanishing statement

(1) Kb g
2
c,1(C,ωC) = 0.

More direct approaches have been proposed over the years to solve the Generic Green Conjecture
(even prior to Voisin’s papers), but none has been so far brought to fruition. One of them is described in
Eisenbud’s paper [7, Section 3.I] and relies on degeneration and proving the vanishing (1) for a general
canonically embedded g-cuspidal rational curve. This approach reduces the Generic Green Conjecture
to a rather impenetrable looking problem in sl2-representation theory. Using a novel perspective on
these questions essentially inspired from topology, and which we have already put to work in [2] to
attack questions in geometric group theory, we complete this approach by reducing the Generic Green
Conjecture to a strong vanishing result for finite length Koszul modules. In characteristic zero, this gives
a new, relatively short proof of Green’s Conjecture for generic curves of any genus. Compared to Voisin’s
approach, we do not use the geometry of K3 surfaces and Hilbert schemes of 0-cycles, but instead we
view the Generic Green Conjecture as a question on the geometry of the Grassmannian of lines, which
we then solve by using general vanishing results for homogeneous bundles (Bott’s Theorem). This
approach also works in positive characteristic, as we shall explain.

Let T ⊆ Pg denote the tangential variety of the degree g rational normal curve Γ ⊆ Pg, over some
algebraically closed field k. A general hyperplane section C of T is a canonically embedded g-cuspidal
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rational curve, the cusps corresponding to the points of intersection of C with Γ. Using a form of the
Lefschetz hyperplane principle [3, Lemma 2.19], one has the isomorphism

Ki,j

(
T ,OT (1)

) ∼= Ki,j(C,ωC)

for all i, j. In characteristic zero, it is a consequence of the theory of limit linear series of Eisenbud and
Harris [10] that all g-cuspidal rational curves verify the Brill–Noether Theorem, and in particular they
satisfy Cliff(C) = bg−1

2 c. In this way, Green’s Conjecture for C is turned into a concrete question about
the syzygies of T . We prove the following:

Theorem 1.1. If g ≥ 3 and char(k) = 0 or char(k) ≥ g+2
2 , then Kb g

2
c,1
(
T ,OT (1)

)
= 0.

As a consequence of this result we give a new proof of Voisin’s Theorem [29, 30] on the Generic Green
Conjecture in characteristic zero, as well as an effective bound, in terms of the genus of the curve for the
characteristics in which the Generic Green Conjecture holds.

Theorem 1.2. Let g ≥ 3 and suppose that char(k) = 0 or char(k) ≥ g+2
2 . For a general curve C of genus g we

have that Kb g
2
c,1(C,ωC) = 0, and C verifies Green’s Conjecture.

Early on, Schreyer [26] observed that Green’s Conjecture fails for some positive characteristics, for
instance for genus 7 and characteristics 2, or genus 9 and characteristics 3. More recently, Eisenbud
and Schreyer [11, Conjecture 0.1] predicted that Green’s Conjecture should hold for general curves of
genus g whenever char(k) ≥ g−1

2 . A version of Green’s Conjecture involving arbitrary smooth curves in
positive characteristics has been put forward recently by Bopp and Schreyer [4].

Our Theorem 1.2 gives an almost complete answer to the Eisenbud–Schreyer conjecture and leaves
only one or two characteristics open for each genus. If 2 ≤ char(k) ≤ g+1

2 then the tangential variety T
is contained in a rational normal scroll of codimension at least bg2c. Therefore Kb g

2
c,1(T ,OT (1)) 6= 0 (see

Remark 5.17) and the same non-vanishing holds for the general hyperplane section C. This shows that
cuspidal curves cannot be used to prove the Eisenbud–Schreyer conjecture when g−1

2 ≤ char(k) ≤ g+1
2 .

One key ingredient in our proof of Theorem 1.1 comes from a solid understanding of the Hilbert function
of finite length Koszul modules, as explained next.

Koszul modules. Suppose that V is an n-dimensional k-vector space and fix a subspace K ⊆
∧2 V with

dim(K) = m. We denote by S := Sym V the symmetric algebra over V and consider the Koszul complex
resolving the residue field k:

· · · −→
3∧
V ⊗ S δ3−→

2∧
V ⊗ S δ2−→ V ⊗ S δ1−→ S.

Truncating this complex to the last three terms, and restricting δ2 along the inclusion ι : K ↪→
∧2 V we

obtain a 3-term complex

(2) K ⊗ S
δ2|K⊗S // V ⊗ S δ1 // S.

Following [24, §2] as well as [2], we define the Koszul module associated to the pair (V,K) to be the
middle homology of the complex (2). We make the convention that K is placed in degree zero, so that
W (V,K) is a graded S-module generated in degree zero. Using the exactness of the Koszul differentials
δi,q :

∧i V ⊗ Symq V →
∧i−1 V ⊗ Symq+1 V , we have the following alternative identification of the q-th

graded piece of the Koszul module Wq(V,K) = Ker(δ1,q+1)/δ2,q

(
K ⊗ Symq V ), as follows:
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(3) Wq(V,K) = Coker
( 3∧

V ⊗ Symq−1 V −→
∧2 V

K
⊗ Symq V

)
∼=

∧2 V ⊗ Symq V

K ⊗ Symq V + Ker(δ2,q)
.

The formation of the Koszul module W (V,K) is natural in the following sense. An inclusion K ⊆ K ′
induces a surjective morphism of graded S-modules

(4) W (V,K)�W (V,K ′),

that is, bigger subspaces K ⊆
∧2 V correspond to smaller Koszul modules. For instance, we have that

W (V,K) = 0 if and only if K =
∧2 V . We shall be interested more generally in studying Koszul

modules that are finite dimensional as k-vector spaces, that is, those that satisfy Wq(V,K) = 0 for q � 0.
Since W (V,K) is generated in degree zero, the vanishing Wq(V,K) = 0 for some q ≥ 0 implies that
Wq′(V,K) = 0 for all q′ ≥ q.

We write ι∨ :
∧2 V ∨ � K∨ for the dual to the inclusion ι, and let K⊥ := Ker(ι∨) ⊆

∧2 V ∨. It is
shown in [24, Lemma 2.4] that the set-theoretic support of W (V,K) in the affine space V ∨ is given by
the resonance varietyR(V,K), defined as

(5) R(V,K) :=
{
a ∈ V ∨ : there exists b ∈ V ∨ such that a ∧ b ∈ K⊥ \ {0}

}
∪ {0}.

In particular, W (V,K) has finite length if and only R(V,K) = {0}. In view of (5), this last condition is
equivalent to the fact that the linear subspace PK⊥ ⊆ P(

∧2 V ∨) is disjoint from the Grassmann variety

G := Gr2(V ∨)

in its Plücker embedding, which can happen only when m = codim(PK⊥) > dim(G) = 2n− 4. Summa-
rizing, we have the following equivalences:

(6) P(K⊥) ∩G = ∅ ⇐⇒ R(V,K) = {0} ⇐⇒ dimkW (V,K) <∞.
Moreover, if the equivalent statements in (6) hold, then m ≥ 2n− 3.

We provide a sharp effective bound for the vanishing of the graded components of a finite length
Koszul module, extending the main result from [2] to (sufficiently) positive characteristics. Recalling
that n = dimk(V ), we prove the following:

Theorem 1.3. If char(k) = 0 or char(k) ≥ n− 2, then we have the equivalence

(7) R(V,K) = {0} ⇐⇒Wq(V,K) = 0 for q ≥ n− 3.

Experiments in small characteristics suggest that the assumption char(k) ≥ n−2 is probably necessary
in order for (7) to hold, but we do not know this in general. As the next theorem shows, the vanishing
range q ≥ n− 3 is on the other hand optimal, since Wn−4(V,K) 6= 0 when m = 2n− 3 and n ≥ 4.

Theorem 1.4. Suppose char(k) = 0 or char(k) ≥ n− 2, and fix a subspace K ⊆
∧2 V . IfR(V,K) = {0}, then

dimWq(V,K) ≤
(
n+ q − 1

q

)
(n− 2)(n− q − 3)

q + 2
for q = 0, . . . , n− 4.

Moreover, equality holds for all q if dim(K) = 2n− 3.

The study of resonance varieties (and of the associated cohomology jumping loci) in Hodge theory has
been initiated by Green and Lazarsfeld [15], and it has been actively pursued in the theory of hyperplane
arrangements and topology. We refer to [6], [24] and the references therein for an overview, and for the
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connection between topological invariants of groups and Koszul modules. Theorem 1.4 yields upper
bounds for these invariants in a purely algebraic context, as explained in detail in [2].

The Cayley-Chow form of the Grassmannian of lines. Theorem 1.3 can be reformulated geometrically
as follows. Recall that one defines the Cayley–Chow form of the Grassmannian G ⊆ P(

∧2 V ∨) in its
Plücker embedding as the locus of linear subspaces of codimension (2n − 3) in P(

∧2 V ∨) that meet G.
In view of (6), this can be seen equivalently as the locus of (2n − 3)-dimensional subspaces in

∧2 V for
which W (V,K) has non-zero resonance, that is, as

Chow(G) :=
{
K ∈ Gr2n−3

( 2∧
V
)

: P(K⊥) ∩G 6= ∅
}
.

Note that Chow(G) is a divisor in Gr2n−3

(∧2 V
)

of degree equal to deg(G), which is known to be com-
puted by the Catalan number 1

n−1 ·
(

2n−4
n−2

)
. In view of the description (3) for the space Wn−3(V,K), an

equivalent reformulation of Theorem 1.3 (in the case when dim(K) = 2n− 3) is the following:

Theorem 1.5. Suppose that char(k) = 0 or char(k) ≥ n − 2. The Cayley–Chow form Chow(G) consists
set-theoretically of those subspaces K ⊆

∧2 V with dim(K) = 2n− 3 satisfying(
K ⊗ Symn−3(V )

)
∩Ker(δ2,n−3) 6= 0.

In other words, the Cayley–Chow form of G is the pull-back of the divisorial Schubert cycle defined
by the Koszul space Ker

(
δ2,n−3 :

∧2 V ⊗ Symn−3V → V ⊗ Symn−2V
)

under the map

Gr2n−3

( 2∧
V
)
→ Gr(2n−3)(2n−4

n−1 )

( 2∧
V ⊗ Symn−3V

)
, K 7→ K ⊗ Symn−3V.

Returning to the Generic Green Conjecture, our new approach and the proof of Theorem 1.1 is based
on exhibiting a close relationship between the syzygies of the tangential variety T and the graded com-
ponents of a specific finite length Koszul module, whose study was initiated in [7, Section 3.I.B], and
which is called a Weyman module. This relationship lies at the heart of this paper, and we explain it in
the remaining part of the Introduction.

The syzygies of the tangential variety of the rational normal curve. We assume for the rest of the
Introduction that char(k) 6= 2. We prove in Theorem 5.1 that the homogeneous coordinate ring of T is
Gorenstein, with Castelnuovo–Mumford regularity 3. In other words, the dimensions bi,j of the Koszul
cohomology groups Ki,j

(
T ,OT (1)

)
are encoded in a table having the following shape:

(8)

0 1 2 · · · g − 4 g − 3 g − 2
0 1 − − · · · − − −
1 − b1,1 b2,1 · · · bg−4,1 bg−3,1 −
2 − b1,2 b2,2 · · · bg−4,2 bg−3,2 −
3 − − − · · · − − 1

where a dash in position (i, j) indicates the vanishing of the corresponding Koszul cohomology group.
We prove in Theorem 5.2 that:

Theorem 1.6. If p = char(k) satisfies p = 0 or p ≥ g+2
2 , then

bi,2 6= 0 if and only if
g − 2

2
≤ i ≤ g − 3.
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The Gorenstein property implies that bi,1 = bg−2−i,2 for all i, so the vanishing statement in Theorem 1.1
is equivalent to bg−2−b g

2
c,2 = 0, which follows from Theorem 1.6. In Theorem 5.2 we also give a similar

characterization for the (non-)vanishing of bi,2 when 3 ≤ p ≤ g+1
2 . To prove Theorem 5.2, we realize the

groups Ki,2

(
T ,OT (1)

)
as graded components of Weyman modules as explained next, and then apply

Theorem 1.3 and the explicit description (5) of the set-theoretic support of a Koszul module.

Weyman modules. We fix a k-vector space U of dimension two, and let PU denote the projective space
of one-dimensional subspaces of U . For each d ≥ 0 we have H0(PU,OPU (d)) = Symd(U∨), and we
define the d-th divided power of U by

(9) Dd U :=
(

Symd(U∨)
)∨
.

If char(k) = 0, or more generally, if all the binomial coefficients
(
d
i

)
are invertible in k, then there exists

a natural isomorphism Dd U ∼= Symd U , as explained in Section 3.1.

For each d ≥ 1 we consider the Gaussian–Wahl map associated with the line bundle OPU (d) (see [31]):

µ1 :
2∧
H0
(
PU,OPU (d)

)
−→ H0

(
PU, ωPU ⊗OPU (2d)

)
.

We choose a basis (1, y) for U∨, so that Symd(U∨) can be identified with the space of polynomials of
degree at most d in y. Making the identification ωPU ∼= OPU (−2), we can rewrite µ1 explicitly as

(10) µ1 :

2∧
Symd(U∨) −→ Sym2d−2(U∨), µ1(yi ∧ yj) = (i− j) · yi+j−1 for 0 ≤ i, j ≤ d.

In characteristic zero (or sufficiently large), we have the Clebsch–Gordan decomposition

2∧
Symd(U∨) =

b d−1
2
c⊕

j=0

Sym2d−2−4j(U∨),

and the map µ1 is simply the projection onto the factor Sym2d−2(U∨) (see [13, Exercise 11.30]).
Under the assumption that char(k) 6= 2, the Wahl map (10) is surjective. Dualizing it, using (9), and

writing V (d) = Dd U and K(d) = D2d−2 U , we get an inclusion ∆1 : K(d) ↪→
∧2 V (d), and define

W (d) := W
(
V (d),K(d)

)
.

Following [7], we call W (d) a Weyman module. The key observation is then the following (Theorem 5.3):

Theorem 1.7. If char(k) 6= 2 then for each i = 1, . . . , g − 3 we have a natural identification

Ki,2

(
T ,OT (1)

)
= W

(i+2)
g−3−i.

This result reveals a very peculiar property of the Weyman module W (i+2), for its graded pieces are
isomorphic to the Koszul cohomology groups Ki,2 of generic curves of varying genera! The analysis of
the Koszul cohomology groups Ki,j

(
T ,OT (1)

)
is probably the most technical part of our paper, and is

explained in great detail in Section 5. It relies on careful applications of the Kempf–Weyman technique
for constructing syzygies, and a summary that avoids technicalities is presented in Section 5.2. Some of
the constructions that we use in Section 5 were already outlined in [7], but a formal verification of their
correctness requires quite a bit of care. To that end, an additional tool that we employ in our arguments
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is an explicit, characteristic-free version of Hermite reciprocity which is, as far as we know, new. It consists of
an explicit, natural isomorphism

Symd(Di U) −→
i∧

(Symd+i−1 U)

for all d, i ≥ 1, which is described in terms of the change of bases between elementary symmetric poly-
nomials and Schur polynomials. This isomorphism is explained in Section 3.4.

Summary. The paper is organized as follows. In Section 2 we discuss Koszul modules of finite length, a
characteristic-free instance of Bott’s vanishing theorem, and we prove Theorems 1.3 and 1.4. In Section 3
we recall the characteristic-free construction of divided, exterior and symmetric powers, and prove our
explicit version of Hermite reciprocity. In Section 4 we summarize some basic results on Koszul coho-
mology and minimal resolutions, and discuss the Kempf–Weyman technique for constructing syzygies.
In Section 5 we analyze the syzygies of the tangential variety to a rational normal curve, and prove
Theorems 1.1, 1.6, and 1.7. We end with Section 6 where we use moduli of pseudo-stable curves and
Theorem 1.1 to deduce (in suitable characteristics) the Generic Green Conjecture (Theorem 1.2).
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including the companion paper [2], started with the paper [24], and since then we benefited from nu-
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uli. Raicu was supported by the Alfred P. Sloan Foundation and by the NSF Grant No. 1600765. Weyman was
partially supported by the Sidney Professorial Fund and the NSF grant No. 1802067.

2. KOSZUL MODULES IN ALGEBRAIC GEOMETRY

The goal of this section is to extend the main result of [2] to positive characteristic, by proving the
following vanishing theorem for Koszul modules.

Theorem 2.1. Let V be a vector space of dimension n ≥ 3 over a field of characteristic p = 0 or p ≥ n − 2, and
let K ⊆

∧2 V be an arbitrary subspace. We have the equivalence

(11) R(V,K) = {0} ⇐⇒Wn−3(V,K) = 0.

Once this theorem is established, the arguments from [2, Section 3.3] carry over to provide the follow-
ing estimates (and an exact formula in the borderline case m = 2n−3) for the Hilbert function of Koszul
modules with vanishing resonance.

Theorem 2.2. Let V be a vector space of dimension n ≥ 3 over a field of characteristic p = 0 or p ≥ n − 2, and
let K ⊆

∧2 V be an arbitrary subspace. IfR(V,K) = {0}, then Wq(V,K) = 0 for q ≥ n− 3 and

dimWq(V,K) ≤
(
n+ q − 1

q

)
(n− 2)(n− q − 3)

q + 2
, for q = 0, . . . , n− 4.

Moreover, equality holds for all q when dim(K) = 2n− 3.

The characteristic zero versions of Theorems 2.1 and 2.2 were established in [2, Section 3]. We prove
Theorem 2.1 using a suitable positive characteristic version of Bott vanishing, in conjunction with the hy-
percohomology spectral sequence that was featured in the work of Voisin on the Green conjecture [29].
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We recall the basics on partitions and Schur functors in Section 2.1, and use them to formulate appropri-
ate versions of Bott’s theorem for flag varieties in Section 2.2, and for Grassmannians in Section 2.3. The
proof of the vanishing Theorem 2.1 is explained in Section 2.4.

2.1. Partitions and Schur functors. The reference for this part is [32, Chapter 2]. A partition λ is a
sequence λ = (λ1 ≥ λ2 ≥ · · · ≥ λr) of non-negative integers, where the parts λj of λ are assumed to
be eventually 0. The size of λ is written as |λ| = λ1 + λ2 + · · · + λr. For each partition λ we define the
conjugate partition λ′ by letting λ′j be the number of parts λi satisfying λi ≥ j. We often omit trailing
zeros, and group parts of the same size together by writing (ab) for the sequence (a, a, . . . , a), where the
entry a is repeated b times. For instance, we write (43, 24, 1) for (4, 4, 4, 2, 2, 2, 2, 1, 0, 0, 0, . . .).

We let k be a field, and for each partition λ we consider the Schur functor Lλ on the category of finite
dimensional k-vector spaces, defined as in [32, Section 2.1]: For each vector space V , we construct LλV
as a suitable quotient

λ1∧
V ⊗

λ2∧
V ⊗ · · · ⊗

λr∧
V � LλV,

satisfying the following properties:
• If λ1 > dim(V ), then Lλ(V ) = 0.
• If λ1 = r and λi = 0 for i > 1, then LλV =

∧r V .
• If λ = (1d), then LλV = Symd V .

More generally, Lλ can be applied to any locally free sheaf E on a variety B over k, yielding a locally
free sheaf LλE on B.

We write Zndom for the set of dominant weights in Zn, that is, tuples λ = (λ1, . . . , λn) ∈ Zn satisfying
λ1 ≥ λ2 ≥ . . . ≥ λn, and note that any partition with λn+1 = 0 can be identified with a dominant weight
in Zndom. Given λ ∈ Zndom, for a locally free sheaf E of rank n on B we set

SλE := Lµ′E ⊗ (det E)⊗λn

where µ = (λ1 − λn, λ2 − λn, . . . , λn−1 − λn), and refer to Sλ also as a Schur functor. We have the
identifications S(d,0n−1)V = Symd V and S(1r,0n−r)V =

∧r V for d ≥ 0 and 0 ≤ r ≤ n.

2.2. Bott’s Theorem for flag varieties [32, Ch. 3–4], [21, Sections II.4–II.5]. Let V be an n-dimensional
vector space over an algebraically closed field k. We denote by F(V ) the variety of complete flags

V• : V = Vn � Vn−1 � · · ·� V1 � V0 = 0,

where Vp is a p-dimensional quotient of V for each p = 0, . . . , n. We writeQp(V ) for the tautological rank
p quotient bundle on F(V ), whose fiber over a flag V• is Vp. We consider the tautological line bundle
Lp(V ) on F(V ) defined as the kernel of the quotient map Qp(V )� Qp−1(V ). For λ ∈ Zn we define

Lλ(V ) := L1(V )⊗λ1 ⊗ L2(V )⊗λ2 ⊗ · · · ⊗ Ln(V )⊗λn .

More generally, if B is a variety over k and E is a locally free sheaf of rank n on B we denote by FB(E)
the relative flag variety, equipped with a natural map

π : FB(E) −→ B,

such that for every point b ∈ B the fiber π−1(b) is isomorphic to the variety F(Eb) of flags on the fiber
Eb = E ⊗ k(b). We define the tautological bundles Qp(E) and Lλ(E) in analogy to the absolute case, and
note that we have a tautological sequence of quotient maps on FB(E)

π∗(E) = Qn(E)� Qn−1(E)� · · ·� Q1(E)� Q0(E) = 0.
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We need the following characteristic-free version of Bott’s Theorem, which is due to Kempf (and often
referred to as Kempf vanishing) – see [21, Section II.4] and [32, Theorem 4.1.10].

Theorem 2.3. If E is a locally free sheaf of rank n on B and λ ∈ Zndom, then

(12) Rkπ∗(Lλ(E)) =

{
SλE if k = 0;

0 if k > 0.

In particular, if B = Spec(k) and E = V , then Lλ(V ) has vanishing higher cohomology and

H0(F(V ),Lλ(V )) = SλV.

We shall be interested more generally in the cohomology of line bundles Lλ(V ) when λ is not dom-
inant. To that end we follow the analysis described in [21, Section II.5]. We consider the action of the
symmetric group on Zn defined by

si • λ := (λ1, . . . , λi−1, λi+1 − 1, λi + 1, λi+2, . . . , λn),

where si denotes the transposition (i, i+ 1).

Proposition 2.4 ([21, Proposition II.5.4]). Suppose that V is a k-vector space with dim(V ) = n, consider a
weight λ ∈ Zn, and fix 1 ≤ i ≤ n− 1.

(a) If λi = λi+1 − 1, then Hk(F(V ),Lλ(V )) = 0 for all k.
(b) Suppose that λi ≥ λi+1 and that either char(k) = 0, or char(k) = p > 0 and furthermore

λi − λi+1 ≤ p− 1.

We have that for all k ∈ Z

Hk
(
F(V ),Lλ(V )

)
= Hk+1

(
F(V ),Lsi•λ(V )

)
.

We shall use Proposition 2.4 in order to prove the following vanishing result, which plays a key role
in our vanishing theorem for Koszul modules.

Lemma 2.5. Let V denote a k-vector space of dimension n ≥ 3, and assume that p := char(k) satisfies either
p = 0 or p ≥ n− 2. Suppose 2 ≤ r ≤ 2n− 3 and consider the weight

λ = (n− 2− r, 1− r, 0n−2) ∈ Zn.
We have that

(13) Hr−1
(
F(V ),Lλ(V )

)
= 0.

Proof. Our proof consists of several applications of Proposition 2.4, whose hypothesis is more restrictive
when p > 0. It is then sufficient to consider the case p ≥ n− 2 for the rest of the argument. We split our
analysis into two cases. To simplify notation, we write F for F(V ) and Lµ for Lµ(V ).

Suppose that 2 ≤ r ≤ n− 1 and consider the sequence of partitions λ1, . . . , λr−1 defined by

λ1 = (n− 2− r, (−1)r−1, 0n−r) and λj+1 := sr−j • λj , for j = 1, . . . , r − 2.

Note that λj =
(
n − 2 − r, (−1)r−1−j ,−j, 0n−r+j−1

)
for 1 ≤ j ≤ r − 1, and that in particular λr−1 = λ.

Since λ1
r = λ1

r+1 − 1, it follows from Proposition 2.4(a) with i = r that

(14) H1
(
F,Lλ1

)
= 0.

We have for 1 ≤ j ≤ r − 2 that the following inequalities

0 ≤ λjr−j − λ
j
r−j+1 = j − 1 ≤ r − 3 ≤ n− 4 < p− 1
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hold, so it follows from Proposition 2.4(b) with i = r − j that

(15) Hj
(
F,Lλj

)
= Hj+1

(
F,Lλj+1)

for j = 1, . . . , r − 2.

Combining (14) with (15) and the fact that λr−1 = λ, we obtain (13).

Suppose now that n ≤ r ≤ 2n− 3, and consider the partitions λ1, . . . , λr−n+1 defined by

λ1 =
(
−r, (−1)r−n+1, 02n−2−r) and λj+1 := sr−n+2−j • λj for j = 1, . . . , r − n.

Note that λj =
(
−r, (−1)r−n+1−j ,−j, 02n−3−r+j) for 1 ≤ j ≤ r − n + 1. Since λ1

r−n+2 = λ1
r−n+3 − 1, it

follows from Proposition 2.4(a) with i = r − n+ 2 that

(16) Hn
(
F,Lλ1

)
= 0.

For 1 ≤ j ≤ r − n we obtain that the following inequalities

0 ≤ λjr−n+2−j − λ
j
r−n+3−j = j − 1 ≤ r − n− 1 ≤ n− 4 < p− 1

hold, so it follows from Proposition 2.4(b) with i = r − n+ 2− j that

(17) Hn+j−1(F,Lλj ) = Hn+j(F,Lλj+1
), for all j = 1, . . . , r − n.

Combining (16) with (17) we conclude that

Hr(F,Lλr−n+1
) = 0,

and note that λr−n+1 = (−r, n− 1− r, 0n−2). We now observe that λr−n+1 = s1 • λ and that

0 ≤ λ1 − λ2 = n− 3 ≤ p− 1

so we can apply Proposition 2.4(b) to obtain the vanishing statements

Hr−1
(
F,Lλ

)
= Hr

(
F,Lλr−n+1)

= 0,

concluding our proof. �

2.3. Bott’s Theorem for Grassmannians. Let G(V ) = Gr2(V ∨) be the Grassmannian of 2–dimensional
quotients of V , or equivalently 2-dimensional subspaces of V ∨. We write G := G(V ) and consider the
tautological exact sequence

(18) 0 −→ R −→ V ⊗OG −→ Q −→ 0,

where R (respectively Q) denotes the universal rank n − 2 subbundle (respectively rank 2 quotient
bundle) of the trivial bundle V ⊗OG. We writeOG(1) :=

∧2Q for the Plücker line bundle and note that
for every α = (α1, α2) ∈ Z2

dom we have the identification

(19) SαQ = Symα1−α2 Q ⊗OG(α2).

We wish to compute the cohomology groups of some of the sheaves SαQ. To that end we reduce the
calculation to the case of line bundles on the complete flag variety F(V ). We write F := F(V ) and
consider the natural map

(20) ψ : F→ G, given by V• 7→ V2,

which enables us to realize F as the fiber product FG(Q) ×G FG(R). Alternatively, let Y := FG(Q) be
the partial flag variety parametrizing partial flags

V � V2 � V1 � V0 = 0
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and write ψ1 : Y → G for the structure map when we think of Y as a relative flag variety over G
(which in this case is a P1-bundle). We then identify F with the relative flag variety FY (ψ∗1R), and write
ψ2 : F→ Y for the structure map. In particular, we have a factorization

ψ = ψ1 ◦ ψ2 : F→ G,

where ψ2 forgets the subspaces Vn−1, . . . , V3 and ψ1 forgets V1 respectively. Recall that Lλ = Lλ(V ).

Theorem 2.6. Let α ∈ Z2
dom and β ∈ Zn−2

dom, and let λ = (α|β) ∈ Zn denote their concatenation. Using notation
(20) we have

(21) Rkψ∗(Lλ) =

{
SαQ⊗ SβR if k = 0;

0 if k > 0.

In particular, we have that

(22) Hk
(
G, SαQ⊗ SβR

)
= Hk(F,Lλ) for all k,

and furthermore:

(1) If q ≥ 0, then H0(G, SymqQ) = Symq V and Hk(G, SymqQ) = 0 for all k > 0.
(2) For all a, k ≥ 0, we have that Hk

(
G,SymaQ⊗R

)
= 0.

(3) If char(k) = p satisfies either p = 0 or p ≥ n− 2, then

(23) Hr−1
(
G,S(n−2−r,1−r)Q

)
= 0, for all r ≥ 2.

Proof. To prove (21) we first note that via the natural identifications above we have

Lλ = Lλ(V ) ∼= ψ∗2(Lα(Q))⊗OF
Lβ(ψ∗1R).

Using the projection formula for the higher direct images along ψ2, we obtain

Rkψ2∗(Lλ) = Lα(Q)⊗OY
Rkψ2∗(Lβ(ψ∗1R))

(12)
=

{
Lα(Q)⊗OY

Sβ(ψ∗1R) if k = 0;

0 if k > 0.

From the compatibility of ψ∗1 with tensor constructions, it follows that Sβ(ψ∗1R) = ψ∗1(SβR). The projec-
tion formula along ψ1 then yields

Rkψ1∗(Lα(Q)⊗OY
ψ∗1(SβR)) = Rkψ1∗(Lα(Q))⊗ SβR

(12)
=

{
SαQ⊗ SβR if k = 0;

0 if k > 0.

Using the fact that Rψ∗ = Rψ1∗ ◦ Rψ2∗, we obtain (21). The conclusion (22) follows from (21) and the
Leray spectral sequence.

To establish conclusion (1) we apply (22) with α = (q, 0) and β = (0n−2), together with Theorem 2.3.
To prove conclusion (2) we apply (22) with α = (a, 0) and β = (1, 0n−3), together with Proposition 2.4(a)
with i = 2 (noting that λ2 = λ3 − 1). To prove conclusion (3) we apply (22) with α = (n − 2 − r, 1 − r)
and β = (0n−2), together with Lemma 2.5 when r ≤ 2n − 3. Finally, when r > 2n − 3, then we have
r − 1 > 2n − 4 = dim(G), therefore the vanishing (23) is a consequence of Grothendieck’s vanishing
theorem, see e.g. [17, Theorem III.2.7]. �
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2.4. Vanishing for Koszul modules. We start by describing a geometric construction of the kernel
Ker(δ1) of the Koszul differential δ1 : V ⊗ S −→ S. We let G = Gr2(V ∨) ⊆ P

(∧2 V ∨
)

as in Section 2.3,
and consider

S := SymOG
(Q) = OG ⊕Q⊕ Sym2Q⊕ · · ·

viewed as a sheaf of graded OG-algebras on G. We define Koszul differentials

δQ1 : Q⊗OG
S −→ S and δQ2 :

2∧
Q⊗OG

S −→ Q⊗OG
S

in the usual way. We write
∧2Q⊗OG

S = S(1), since
∧2Q = OG(1) is the Plücker line bundle.

Lemma 2.7. We have a commutative diagram

(24)

∧2 V ⊗ S δ2 //

f2
��

V ⊗ S δ1 //

f1
��

S

f0
��

0 // H0(G,S(1))
H0(G,δQ2 )

// H0(G,Q⊗ S)
H0(G,δQ1 )

// H0(G,S)

where the maps f1 and f0 are isomorphisms. Moreover, we have an isomorphism Ker(δ1) ∼= H0(G,S(1)).

Proof. The proof is along the lines of [2, Lemma 3.4], which is set in characteristic 0 context. The only
potential differences in positive characteristic come from the two calculations of sheaf cohomology on
Grassmannians in the said proof, namely

H0(G, SymqQ) = Symq V,

which is covered by conclusion (1) of Theorem 2.6, and

H0(G,R⊗ SymqQ) = H1(G,R⊗ SymqQ) = 0 for all q ≥ 0,

which follows from conclusion (2) of Theorem 2.6. The rest of the argument is manifestly characteristic
independent, so we do not reproduce it here. �

Using Lemma 2.7, we obtain the following geometric description of the Koszul module

(25) W (V,K) = Coker
{
H0(G,K ⊗ S)

H0(G,η) // H0
(
G,S(1)

) }
,

where η : K ⊗ S −→ S(1) is induced by

K ⊗OG ↪→
2∧
V ⊗OG �

2∧
Q = OG(1).

With all these preparations in place, the proof of Theorem 2.1 follows by extending the argument for [2,
Theorem 3.1] to positive characteristic, as follows.

Proof of Theorem 2.1. If Wn−3(V,K) = 0, then R(V,K) = {0} by (6). Conversely, if we assume that
R(V,K) = {0}, then (6) yields that (K,OG(1)) is base point free, and hence K ⊗ OG −→ OG(1) is
surjective. This gives rise to an exact Koszul complex

K• : 0 −→
m∧
K ⊗OG(1−m) −→ · · · −→

2∧
K ⊗OG(−1) −→ K ⊗OG −→ OG(1) −→ 0
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where K−i =
∧iK⊗OG(1− i). Tensoring with Symn−3Qwe get a hypercohomology spectral sequence

E−i,j1 = Hj
(
G,K−i ⊗ Symn−3Q

)
=⇒ 0, where

(26) E−i,j1 =
i∧
K ⊗Hj

(
G,S(n−2−i,1−i)Q

)
.

We have using (25) that
Wn−3(V,K) = Coker

(
E−1,0

1 −→ E0,0
)

and we suppose by contradiction that this map is not surjective. Since E0,0
∞ = 0, there must be some

non-zero differential

E−r,r−1
r −→ E0,0

r for r ≥ 2, or E0,0
r −→ Er,1−rr for r ≥ 1.

Since Er,1−r1 = 0 for all r ≥ 1 it follows that Er,1−rr = 0 as well, so the latter case does not occur. To prove
that the former case does not occur either and obtain a contradiction, it suffices to check thatE−r,r−1

1 = 0
for all r ≥ 2, which follows from (26) and from conclusion (3) of Theorem 2.6. �

3. SYMMETRIC, DIVIDED AND EXTERIOR POWERS, AND HERMITE RECIPROCITY

The goal of this section is to study various tensor constructions in arbitrary characteristic, that will be
used in our analysis of the syzygies of the tangent developable to a rational normal curve in Section 5.
For a more thorough discussion, we refer the reader to [1]. In Section 3.1 we introduce the symmetric, di-
vided and exterior powers of a vector space V , which we denote by Sym• V , D• V , and

∧• V respectively.
In Section 3.2 we explain how the natural ambient space of the Veronese embedding is defined in terms
of divided powers. We then focus on tensor constructions for a vector space U of dimension 2, discuss a
number of sl(U)-equivariant maps in Section 3.3, and prove a version of Hermite reciprocity in arbitrary
characteristic in Section 3.4: more precisely, we produce an explicit sl(U)-equivariant isomorphism

Symd(Di U) −→
i∧

(Symd+i−1 U)

for all d, i ≥ 1. We work over an arbitrary field k.

3.1. Symmetric, divided and exterior powers. Let V denote a finite dimensional vector space over a
field k, and for d > 0 consider the tensor power T dV := V ⊗d = V ⊗ V ⊗ · · · ⊗ V with the natural action
of the symmetric group Sd by permuting the factors. The divided power Dd V is defined as the set of
symmetric tensors in T dV , that is,

Dd V := {ω ∈ T dV : σ(ω) = ω for all σ ∈ Sd}.
If we consider the subspace of T dV defined by

Σd := Span{σ(ω)− ω : σ ∈ Sd and ω ∈ T dV },
then the symmetric power Symd V is defined as the quotient Symd V := T dV/Σd. If V has a basis
(x1, . . . , xn), then Symd V identifies with the space of homogeneous polynomials of degree d in x1, . . . , xn,
and as such it has a basis of monomials xa11 · · ·xann , where a1 + · · · + an = d. To get a basis for DdV we
first consider the orbits

Oa1,...,an := Sd · x⊗a11 ⊗ x⊗a22 ⊗ · · · ⊗ x⊗ann

and for a1 + · · ·+ an = d consider the divided power monomials

x
(a1)
1 · · ·x(an)

n :=
∑

ω∈Oa1,...,an

ω.



KOSZUL MODULES AND GREEN’S CONJECTURE 13

They form a basis for Dd(V ), and in particular we have that dim(Symd V ) = dim(Dd V ). By composing
the inclusion of Dd V into T dV with the projection onto Symd V we obtain a natural map

(27) Dd V −→ Symd V, x
(a1)
1 · · ·x(an)

n 7→
(

d

a1, . . . , an

)
xa11 · · ·x

an
n , where

(
d

a1, . . . , an

)
=

d!

a1! · · · an!
.

This map is an isomorphism in characteristic zero, or more generally when the multinomial coefficients
are invertible. In general it is neither injective, nor surjective.

We next consider the subspace of T dV defined by

Ξd := Span{v1 ⊗ · · · ⊗ vn : vi ∈ V and vi = vj for some i 6= j}

and define the exterior power
∧d V as the quotient

∧d V := T dV/Ξd. If we write v1∧· · ·∧vd for the class of
v1⊗· · ·⊗vd in the quotient, then

∧d V has a basis consisting of xi1∧· · ·∧xid , where 1 ≤ i1 < · · · < id ≤ n.
There is a natural inclusion of

∧d V into T dV given by

(28) v1 ∧ · · · ∧ vd −→
∑
σ∈Sd

sgn(σ) · σ(v1 ⊗ · · · ⊗ vn).

This gives a splitting of the quotient map T dV �
∧d V if and only if d! is invertible in k.

There is a natural Sn-invariant perfect pairing

(29) T d(V )× T d(V ∨) −→ k,

defined on pure tensors via

〈v1 ⊗ · · · ⊗ vd, f1 ⊗ · · · ⊗ fd〉 = f1(v1)f2(v2) · · · fd(vd), where vi ∈ V and fj ∈ V ∨.

This induces a perfect pairing between Symd V and Dd(V ∨), giving a natural identification

(Symd V )∨ ∼= Dd(V ∨).

If (e1, . . . , en) is the basis of V ∨ dual to the basis (x1, . . . , xn) of V , then the divided power monomials
e

(a1)
1 · · · e(an)

n give a basis of Dd(V ∨) dual to the monomial basis of Symd V .
If we think of

∧d V as a quotient of T dV , and of
∧d V ∨ as a subspace of T d(V ∨) via (28), the pairing

(29) induces a perfect pairing
∧d V ×

∧d(V ∨) −→ k, described on decomposable elements via

〈v1 ∧ · · · ∧ vd, f1 ∧ · · · ∧ fd〉 −→ det
[
fi(vj)

]
1≤i,j≤d, where vi ∈ V and fj ∈ V ∨.

We get a natural isomorphism
(∧d V

)∨ ∼= ∧d(V ∨). We write
∧d V ∨ for either of the two spaces above.

By contrast, we shall be careful in distinguishing between Symd(V ∨) and (Symd V )∨ ∼= Dd(V ∨)!
If V = U is of dimension two, then we get a natural isomorphism U ∼=

∧2 U ⊗ U∨, which extends to
tensor powers to an isomorphism T d(U) ∼=

(∧2 U
)⊗d ⊗ T d(U∨). Restricting to Sn-invariant tensors, we

obtain an isomorphism Dd(U) ∼=
(∧2 U

)⊗d ⊗Dd(U∨), which will be used in Sections 5.5 and 5.6.

3.2. The Veronese embedding. We fix a vector space U of dimension two and denote by P1 := P
(
U∨
)

the projective space of 1-dimensional subspaces of U∨. Then H0
(
P1,OP1(d)

)
= Symd U , which is the

vector space of linear forms on (Symd U)∨ ∼= Dd(U∨). Setting Pd := P
(
Dd(U∨)

)
, the linear series |OP1(d)|

gives an embedding
νd : P1 −→ Pd, [f ] 7→ [f ⊗ · · · ⊗ f ].
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If U has a basis (x1, x2), we consider the induced monomial bases for Symd U and Dd U as in Sec-
tion 3.1. For simplicity, it will be convenient to use a dehomogenized notation, where

(30) x1 = x, x2 = 1, xi1x
d−i
2 = xi and x(i)

1 x
(d−i)
2 = x(i).

If we write (1, y) for the basis of U∨ dual to (1, x) and use the analogous conventions to (30), then the
Veronese map νd : P1 −→ Pd is expressed as

[a+ by] −→ [(a+ by)⊗ · · · ⊗ (a+ by)] = [ad · y(0) + ad−1b · y(1) + ad−2b2 · y(2) + · · ·+ bd · y(d)],

that is, relative to the chosen bases, νd takes the familiar form [a : b] −→ [ad : ad−1b : ad−2b2 : · · · : bd].

3.3. Some sl2-equivariant maps. We letU as in the previous section, with k-basis (1, x) and correspond-
ing bases (1, x, . . . , xd) and (x(0), x(1), x(2), . . . , x(d)) for Symd U and Dd U respectively. We let sl2 := sl(U)
denote the Lie algebra of k-endomorphisms of U with trace 0. We write L (respectively R) for the lower-
ing (respectively raising) operators in sl2, whose action on Symd U and Dd U is given by

L · xi = i · xi−1, L · x(i) = (d− i+ 1) · x(i−1), R · xi = (d− i) · xi+1, R · x(i) = (i+ 1) · x(i+1).

Relative to the conventions (30), one can think of L as the operator x2 · ∂
∂x1

, and of R as x1 · ∂
∂x2

. The
natural map (27) is described on the basis elements by

(31) Dd U −→ Symd U, x(i) 7→
(
d

i

)
· xi,

and can be checked to be sl2-equivariant. By abuse of notation, whenever we refer to x(i) as an element
of Symd U we will interpret it as

(
d
i

)
· xi.

For a, b ≥ 0, we define two sl2-equivariant maps, namely the multiplication map

(32) µ = µU : Syma U ⊗ Symb U −→ Syma+b U, xi ⊗ xj −→ xi+j

and the co-multiplication map

(33) ∆ = ∆U : Da+b U −→ Da U ⊗Db U, x(t) −→
∑
i+j=t
i≤a, j≤b

x(i) ⊗ x(j).

We may abuse language and refer to ∆ as the dual of µ: the correct interpretation of this statement is
that via the isomorphism Dd(U∨) ∼= (Symd U)∨ one has that µU is dual to ∆U∨ , and µU∨ is dual to ∆U .
We shall need in Proposition 5.6 the map ∆(2) : Da+2 U −→ Da U ⊗Sym2 U obtained as the composition:

∆(2) : Da+2 U
(33)−→ Da U ⊗D2 U

(31)−→ Da U ⊗ Sym2 U.

It is important to observe that the following diagram is commutative:

(34)

Da+2 U
∆(2)

//

∆
��

Da U ⊗ Sym2 U

Da+1 U ⊗ U ∆⊗idU // Da U ⊗ U ⊗ U

idDa U ⊗µ

OO

Lemma 3.1. Let a ≥ 1. There exist sl2-equivariant maps

µ1 : Syma U ⊗ Syma U −→ Sym2a−2 U and ∆1 : D2a−2 U −→ Da U ⊗Da U
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given by

(35) µ1(xi ⊗ xj) = (i− j) · xi+j−1

(36) ∆1(x(t)) =
∑

i+j=t+1

(i− j) · x(i) ⊗ x(j)

Moreover, if char(k) 6= 2 then µ1 is surjective and ∆1 is injective.

Proof. Note that ∆1 is the dual of µ1 (in the same way that ∆ is dual to µ), so it suffices to verify that (35)
is well-defined, sl2-equivariant, and it surjective when char(k) 6= 2. Note first that if (i, j) 6= (0, 0), (a, a),
then 0 ≤ i + j − 1 ≤ 2a − 2, so µ1(xi ⊗ xj) ∈ Sym2a−2 U . If (i, j) = (0, 0) or (i, j) = (a, a), then
µ1(xi ⊗ xj) = 0 is still well-defined. To check equivariance, it suffices to verify that µ1 commutes with
the operators L and R. The condition µ1(L(xi ⊗ xj)) = L(µ1(xi ⊗ xj)) is equivalent to

i · [(i− 1)− j] + j · [i− (j − 1)] = (i+ j − 1) · (i− j)
which follows by inspection. Similarly, µ1(R(xi ⊗ xj)) = R(µ1(xi ⊗ xj)) follows from

(a− i) · [(i+ 1)− j] + (a− j) · [i− (j + 1)] = [(2a− 2)− (i+ j − 1)] · (i− j).
Consider any 0 ≤ t ≤ 2a − 2. If t = 2r then µ1(xr+1 ⊗ xr) = xt, so xt ∈ Im(µ1). If t = 2r + 1 then
µ1(xr+2 ⊗ xr) = 2xt, so xt ∈ Im(µ1) when 2 is invertible in k. This proves the surjectivity of µ1 when
char(k) 6= 2, and concludes the proof. �

Using (35) we have that µ1(xi⊗ xi) = 0 for all i, and µ1(xi⊗ xj + xj ⊗ xi) = 0 for i 6= j. It follows that
µ1(v ⊗ v) = 0 for all v ∈ Syma U , so µ1 factors through

∧2 Syma U . We get a map

(37) µ1 :
2∧

Syma U −→ Sym2a−2 U,

which, as explained in the Introduction, can be thought of as the Gaussian–Wahl map of OP1(a) (see
(10)). Dually, the map ∆1 in Lemma 3.1 can be viewed as a map

(38) ∆1 : D2a−2U −→
2∧
DaU.

3.4. A Hermite type identification in arbitrary characteristic. Hermite reciprocity [20] over a field k of
characteristic 0 asserts the existence of an sl2-isomorphism Symd(Symi U) ∼= Symi(Symd U), see [13, Ex-
ercise 11.34]. Under the same assumption, one has the isomorphism Symd(Symi U) ∼=

∧d(Symd+i−1 U),
or equivalently Symd(Symi U) ∼=

∧i(Symd+i−1 U), see [13, Exercise 11.35]. These isomorphisms are usu-
ally proved non-constructively by identifying the characters of the two representations, and they no
longer hold in positive characteristic. The goal of this section is to describe an explicit sl2-isomorphism

(39) ψid : Symd(Di U) −→
i∧

(Symd+i−1 U)

in arbitrary characteristic.

Remark 3.2. Since
∧2 U is isomorphic to the trivial sl2-representation, we get that U ∼= U∨. More

generally, if V is an sl2-representation with N = dim(V ) then we have isomorphisms
∧r V ∼=

∧N−r V ∨.
Combining this with (Symd V )∨ ∼= Dd(V ∨), we get a chain of sl2-isomorphisms

Symd(Di U) ∼=
i∧

(Symd+i−1 U) ∼=
d∧

(Symd+i−1 U)∨ ∼=
d∧

(Dd+i−1(U∨)) ∼=
d∧

(Dd+i−1 U),
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which is an arbitrary characteristic analogue of [13, Exercise 11.35]. Moreover,

Symd(Di U) ∼=
d∧

(Symd+i−1 U)∨ ∼= (Symi(Dd U))∨ ∼= Di(Symd(U∨)) ∼= Di(Symd U)

is an arbitrary characteristic version of Hermite reciprocity [13, Exercise 11.34].

To construct (39) we identify both sides with an appropriate subspace of the ring of symmetric polyno-
mials, and construct ψid from the change of basis between elementary symmetric and Schur polynomials.

For i > 0 we let Pi be the collection of partitions with at most i parts: an element λ ∈ Pi is written as
λ = (λ1, λ2, . . . , λi), with λ1 ≥ λ2 ≥ . . . ≥ λi ≥ 0. We let P ′i denote the collection of partitions with parts
of size at most i, write λ′ for the conjugate of a partition λ, and note that λ ∈ Pi if and only if λ′ ∈ P ′i. We
let Λi ⊆ k[z1, . . . , zi] denote the ring of symmetric polynomials in z1, . . . , zi, and consider the following
two well-studied bases of Λi (see [23, Chapter I]), indexed by Pi and P ′i:

• For every λ ∈ Pi, the Schur polynomial sλ is defined via

sλ(z1, . . . , zi) =
det(zλ`+i−kk )1≤k,`≤i

det(zi−kk )1≤k,`≤i
.

The collection {sλ : λ ∈ Pi} is a basis for Λi, which we call the Schur basis.
• The elementary symmetric polynomials e0 = 1, e1, . . . , ei, are defined via the equality

e0 + e1 · T + e2 · T 2 + · · ·+ ei · T i = (1 + z1 · T ) · · · (1 + zi · T ),

where T is an auxiliary variable. For each µ ∈ P ′i let

eµ := eµ1 · eµ2 · · ·
The collection {eµ : µ ∈ P ′i} is also a basis for Λi, which we call the elementary symmetric basis.

For each j = 0, . . . , i, one has ej = s(1j), where (1j) = (1, 1, . . . , 1). More generally, for d ≥ 1 we
consider the following collections of partitions

Pi(d) :=
{
λ ∈ Pi : λ1 ≤ d

}
, P ′i(d) :=

{
µ ∈ P ′i : µd+1 = 0

}
.

The correspondence λ ←→ λ′ induces a bijection between Pi(d) and P ′i(d). Moreover, we have that
{sλ : λ ∈ Pi(d)} spans the same subspace of Λi as {eµ : µ ∈ P ′i(d)}. We denote this subspace by Λi(d),
and get in this way a filtration of Λi satisfying Λi(d) · Λi(d′) = Λi(d+ d′), for all d, d′ ≥ 0.

The multiplication map on Λi is easy to describe with respect to the elementary symmetric basis, but
it is more subtle (based on the Littlewood–Richardson rule) with respect to the Schur basis. For our
purposes it is sufficient to consider products of the form sλ · s(1j) = sλ · ej , where the multiplication is
described by Pieri’s rule. To describe it we first make some conventions:

• We extend the definition of sλ for all λ ∈ Zi≥0 by setting sλ = 0 when λ /∈ Pi, that is, when there
exists some index j for which λj < λj+1.
• We write [i] := {1, . . . , i} and let

([i]
k

)
be the collection of k-element subsets of [i].

• If I ⊆ [i], we write (1I) for the element λ ∈ Zi≥0 with λj = 1 for j ∈ I and λj = 0 for j /∈ I . When
I = [k], for k ≤ i we have (1I) = (1k).

With these conventions, Pieri’s rule can be stated as follows:

(40) sλ · ej =
∑
I∈([i]j )

sλ+(1I) =
∑

I∈([i]j ), λ+(1I)∈Pi

sλ+(1I).
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Even though sl2 does not act apriori on Λi(d), we construct an sl2-equivariant vector space isomor-
phism ψd as in (39) by identifying both sides with Λi(d). We define the elementary symmetric basis of
Symd(Di U) by associating to each element µ ∈ P ′i(d) the basis element eµ(x) ∈ Symd(Di U) defined by

(41) eµ(x) = x(µ1) · x(µ2) · · ·x(µd).

This choice of basis induces a vector space isomorphism

εid : Symd(Di U) −→ Λi(d), εid(eµ(x)) = eµ, for all µ ∈ P ′i(d).

Thinking of Sym(Di U) as a polynomial ring on x(0), x(1), . . . , x(i), we can define a ring homomorphism
Sym(Di U) −→ Λi by sending x(0) 7→ 1, x(j) 7→ ej , for j = 1, . . . , i. The map εid is then obtained by
restricting this homomorphism to Symd(Di U). It follows that

(42) εid+1(m · x(j)) = εid(m) · εi1(x(j)) for all m ∈ Symd(Di U) and j = 0, . . . , i.

We next define the Schur basis of
∧i(Symd+i−1 U) by associating to an element λ ∈ Pi(d) the basis

element sλ(x) ∈
∧i(Symd+i−1 U) defined by

(43) sλ(x) := xλ1+i−1 ∧ xλ2+i−2 ∧ · · · ∧ xλi .

This choice of basis induces a vector space isomorphism

σid : Λi(d) −→
i∧

(Symd+i−1 U), σid(sλ) = sλ(x), for all λ ∈ Pi(d).

The maps σid satisfy a compatibility analogous to (42) as explained next. For all k-vector spaces T and
T ′ we have a natural inclusion, see [1, Theorem III.2.4] and [32, p.96].( i∧

T
)
⊗Di(T ′) −→

i∧(
T ⊗ T ′

)
.

Applying this when T = Symd+i−1 U and T ′ = U , we obtain an sl2-equivariant inclusion followed by
an sl2-equivariant map induced by µ : Symd+i−1 U ⊗ U −→ Symd+i U :(∧i Symd+i−1 U

)
⊗Di U //

νid

44

∧i(Symd+i−1 U ⊗ U
)

//
∧i(Symd+i U

)

The map νid can be expressed concretely as follows: for every λ ∈ Pi(d) and every j = 0, . . . , i, we have

(44) νid(sλ(x)⊗ x(j)) =
∑
I∈([i]j )

sλ+(1I)(x),

where in order for the right hand side to make sense, we have to extend the definition (43) for arbitrary
λ ∈ Zi≥0. Notice however that if µ = λ + (1I) appears in (44) and µ ∈ Zi≥0 \ Pi(d + 1) then there exists
some index k ∈ [i− 1] with µk+1 = µk + 1, and therefore µk + i− k = µk+1 + i− (k + 1), which yields

sµ(x) = xµ1+i−1 ∧ · · · ∧ xµk+i−k ∧ xµk+1+i−(k+1) ∧ · · · ∧ xµi = 0.

We conclude from (40) and (44) that

(45) σid+1(f · ej) = νid(σd(f)⊗ x(j)), for all f ∈ Λi(d) and j = 0, . . . , i.
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Lemma 3.3. For each d ≥ 0, the vector space isomorphism

ψid : Symd(Di U) −→
i∧

(Symd+i−1 U)

defined by ψid = σid ◦ εid is sl2-equivariant.

Proof. We prove this by induction on d. In the case d = 0 we have

ψi0 : k −→
i∧

(Symi−1 U), 1 7→ xi−1 ∧ xi−2 ∧ · · · ∧ 1,

which is an sl2-equivariant isomorphism.
Assume now that d > 0 and consider the commutative diagram

(46)

Symd(Di U)⊗Di U
εid⊗ε

i
1//

��

Λi(d)⊗ Λi(1)
σi
d⊗(εi1)−1

//

��

∧i(Symd+i−1 U)⊗Di U

νid
��

Symd+1(Di U)
εid+1 // Λi(d+ 1)

σi
d+1 //

∧i(Symd+i U)

where the left square commutes by (42) while the right square commutes by (45). The left vertical map
is sl2-equivariant, and so is the map νid. The composition of the maps on the top line is

(σid ⊗ (εi1)−1) ◦ (εid ⊗ εi1) = ψid ⊗ id

which is sl2-equivariant since ψid is sl2-equivariant by induction, and the identity map on Di U is equi-
variant as well. It follows that ψid+1, which is the composition of the maps on the bottom line of the
diagram, is sl2-equivariant, concluding our induction. �

We record one more piece of notation and a formula for later use. The Koszul differential gives rise to
an sl2-equivariant inclusion

kdi :

i∧
Symd U −→

i−1∧
Symd U ⊗ Symd U, given by

(47) kdi (sλ(x)) =
i∑

j=1

(−1)j−1s
λĵ

(x)⊗ xλj+i−j , for λ ∈ Pi(d− i+ 1)

where

(48) λĵ = (λ1 + 1, . . . , λj−1 + 1, λj+1, . . . , λi) ∈ Pi−1(d− i+ 2).

4. SYZYGIES AND THE KEMPF–WEYMAN GEOMETRIC TECHNIQUE

The goal of this section is to summarize a number of standard results that relate to syzygies, minimal
resolutions, and Koszul cohomology groups, and to establish some relevant notation that will be used
in the rest of the article. In Section 4.1 we discuss a relationship between Koszul cohomology groups
and kernel bundles, which will be important in Section 6. In Section 4.2 we describe the minimization of
the mapping cone for certain morphisms of complexes, that will be used in the proof of Corollary 5.10
and in that of Theorem 5.4. Finally, in Section 4.3 we recall the basic aspects of the Kempf–Weyman
geometric technique for constructing syzygies, that will be featured several times in Sections 5.5 and 5.6.
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4.1. Syzygies and Koszul cohomology. We begin by recalling a few basic facts and notation regarding
Koszul cohomology groups, and we refer the reader to [14] and [3] for more details. LetX be a projective
variety over a field k, let L be a very ample line bundle on X , and consider the associated embedding
ϕL : X −→ P

(
H0(X,L)∨

) ∼= Pr. The section ring of L is

ΓX(L) :=
⊕
n≥0

H0(X,L⊗n),

which can be regarded as a graded module over the polynomial algebra S := SymH0(X,L). For i, j ≥ 0,
the Koszul cohomology group of i-th order syzygies of weight j is defined by

Ki,j(X,L) := TorSi (ΓX(L),k)i+j ,

or equivalently as the middle homology of the 3-term complex

(49)
i+1∧

H0(X,L)⊗H0(X,Lj−1) −→
i∧
H0(X,L)⊗H0(X,Lj) −→

i−1∧
H0(X,L)⊗H0(X,Lj+1).

The Koszul cohomology groups give rise to the minimal graded free S-resolution of ΓX(L): this is a com-
plex F• of graded S-modules, unique up to isomorphism, producing an exact sequence

· · · −→ Fi+1 −→ Fi −→ · · · −→ F1 −→ F0 −→ ΓX(L) −→ 0,

and satisfying Fi =
⊕

j≥0 S(−i − j) ⊗ Ki,j(X,L) for all i ≥ 0. Here S(−d) denotes a free graded S-
module of rank one, generated in degree d. We define the kernel bundle ML associated to the pair (X,L),
as the kernel of the evaluation map on sections, that is, via the exact sequence

(50) 0 −→ML −→ H0(X,L)⊗OX −→ L −→ 0,

where the surjectivity on the right follows from the global generation of L. Applying the construction
(50) to the pair (Pr,OPr(1)), we get a short exact sequence

(51) 0 −→MOPr (1) −→ H0(Pr,OPr(1))⊗OPr −→ OPr(1) −→ 0.

In fact (50) is the pull-back of (51) along ϕL. Moreover, (51) can be identified with the twist by OPr(1)
of the Euler sequence on Pr. The proof of the following result appears in [3, Proposition 2.8] and [14,
2.a.12] (the latter under the stronger assumption that L is projectively normal).

Lemma 4.1. Let L be a very ample line bundle on X . Then for i ≥ 0 we have that

(52) Ki+1,1(X,L) ∼= Ker
{
H0
(
Pr,

i∧
MOPr (1)(2)

) α−→ H0
(
X,

i∧
ML ⊗ L⊗2

)}
,

where α is the natural map induced by the identifications ϕ∗L(OPr(1)) = L and ϕ∗L(MOPr (1)) = ML.

4.2. Minimizations and mapping cones. Let S be a standard graded polynomial ring over a field k. IfA
is any graded S-module, we writeA = A⊗S k for the reduction ofAmodulo the maximal homogeneous
ideal. If φ : A −→ B is a map of S-modules then φ : A −→ B denotes the induced map φ ⊗S idk.
Similarly, if A• is any complex of graded S-modules then A• = A• ⊗S k.

Recall that any complex F• of finitely-generated, graded, free S-modules, is a direct sum of a minimal
complex and an exact complex. The minimal complex M• in question is unique up to isomorphism and
is called the minimization of F•. Explicitly, the terms of M• are computed by

(53) Mi = Hi(F •)⊗k S =
⊕
j∈Z

Hi(F •)j ⊗k S,
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where Hi(F •)j is a graded vector space concentrated in degree j, so that Hi(F •)j ⊗k S is a direct sum
of copies of S(−j). On several occasions in Section 5, we will need to compute the minimization of a
mapping cone, and in each case the following result will apply.

Lemma 4.2. Let F• and G• be two minimal complexes of finitely-generated, free, graded S-modules, and let
f• : F• → G• be a morphism of complexes such that for all i, all the entries of the matrix representing fi are
constant. The terms of the minimization M• of the mapping cone of f• are Mi = Ker(fi−1)⊕ Coker(fi).

Proof. We write dFi (resp. dGi ) for the differentials in F• (resp. G•), and let C(f)• denote the mapping
cone of f•. We have that C(f)i = Fi−1 ⊕Gi, and the i-th differential in C(f)• is given by the matrix

∂i =

(
dFi−1 0
fi−1 −dGi

)
.

Since F• andG• are minimal, the reduction ofC(f)•modulo the maximal homogeneous ideal of S yields
a complex C(f)•, whose terms are C(f)i = F i−1 ⊕Gi and with differentials

∂i =

(
0 0

f i−1 0

)
.

It follows that Hi(C(f)•) = Ker(f i−1)⊕ Coker(f i) for all i.
Our assumption on the maps fi implies that fi = f i ⊗k S is obtained by base change from a map of

graded vector spaces. Since this base change is flat, we conclude that

Ker(fi) = Ker(f i)⊗k S and Coker(fi) = Coker(f i)⊗k S for all i.

The desired conclusion about the terms Mi follows now from the description (53) of the minimization:

Mi = Hi(C(f)•)⊗k S = Ker(f i−1)⊗k S ⊕ Coker(f i)⊗k S = Ker(fi−1)⊕ Coker(fi). �

4.3. The geometric technique for constructing syzygies. Let V be a projective variety over a field k,
and let V be a finite dimensional k-vector space. Suppose we have a short exact sequence

(54) 0 −→ ξ −→ V ⊗OV −→ η −→ 0,

of vector bundles over V and set r := rk(ξ). We view S := Sym(V ) as the coordinate ring of the affine
space V ∨. Let X := SpecV(OV ⊗ S) = V ∨ × V denote the trivial bundle on V with fiber V ∨ and write
π : X −→ V ∨ and p : X −→ V for the projections. We consider the sheaf S := SymOV

(η), and let

Z := SpecV(S),

be the total space of the vector bundle associated with η. The surjection in (54) makes Z a subbundle of
the trivial bundle X . If Y := π(Z), we get the following commutative diagram:

(55)
Z �
� //

π|Z
��

X

π
��

p // V

Y �
� // V ∨

The sheaf S is resolved over OV ⊗ S by the Koszul complex

0 −→
r∧
ξ ⊗ S −→ · · · −→ ξ ⊗ S −→ OV ⊗ S

[
−→ S −→ 0

]
.
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Identifying sheaves of OV ⊗ S-modules and sheaves on X , we rewrite the above complex as

K(ξ)• : 0 −→
r∧
p∗(ξ) −→ · · · −→ p∗(ξ) −→ OX

[
−→ OZ −→ 0

]
.

If V denotes a locally free sheaf on V, we can tensor K(ξ)• with p∗(V) to obtain a locally free OX -
resolution ofM(V) := p∗(V)⊗OZ , given by

K(ξ,V)• : 0 −→ p∗(V)⊗
r∧
p∗(ξ) −→ · · · −→ p∗(V)⊗ p∗(ξ) −→ p∗(V)

[
−→M(V) −→ 0

]
.

The derived direct image ofM(V) along π, or equivalently, that of the complex K(ξ,V)•, is represented
by a minimal complex of graded S-modules constructed as follows (see [32, Theorem 5.1.2]).

Theorem 4.3. Let V denote a coherent locally free sheaf on V and set M(V) := p∗(V) ⊗ OZ . There exists a
minimal complex F (V)• of graded S-modules, whose terms are defined by

F (V)i =
⊕
j≥0

Hj
(
V,

i+j∧
ξ ⊗ V

)
⊗k S(−i− j), for all i ∈ Z.

This complex is exact in positive homological degrees, and its homology groups in negative degrees are given by

H−i
(
F (V)•

)
= H i

(
Z,M(V)

)
=
⊕
d≥0

H i(V,V ⊗ Symd η) for all i ≥ 0.

It follows that ifM(V) has vanishing higher cohomology, then the complex F (V)• gives the minimal
free resolution of H0

(
Z,M(V)

)
: this will be the case in the proofs of Propositions 5.6 and 5.7. We will

also apply Theorem 4.3 in the proof of Proposition 5.8, where we construct a complex with two non-
vanishing homology groups. In Theorem 4.3 there is an implicit assumption that we choose the grading
on H0

(
Z,M(V)

)
so that H0(V,V) is placed in degree zero. If instead we choose to place H0(V,V) in

degree d, then we need to replace S(−i−j) with S(−i−j−d) in the description of F (V)i (this convention
will be needed in Proposition 5.7).

5. SYZYGIES OF THE TANGENT DEVELOPABLE TO A RATIONAL NORMAL CURVE

The goal of this section is to establish a link, following [7], between the syzygies of the tangent de-
velopable T to a rational normal curve of degree g, and Koszul modules of a particular kind. This link,
together with the general results on finite length Koszul modules that we established in Section 2, allow
us to completely characterize the (non-)vanishing behavior for the syzygies of T .

Throughout this section we set P1 := P
(
U∨
)
. We fix g ≥ 3, let Pg := P

(
Dg(U∨)

)
, and consider as in

Section 3.2 the degree g Veronese embedding ν : P1 −→ Pg, whose image is the rational normal curve Γ of
degree g. We let T ⊆ Pg denote the tangential variety (or tangent developable) of the curve Γ, and set

• S := Sym(Symg U), the homogeneous coordinate ring of Pg.
• I := IT ⊆ S, the homogeneous ideal defining T .
• R := S/I , the homogeneous coordinate ring of T .

The goal of this section is to describe the minimal free resolution of R as an S-module, and in particular
to establish Theorem 1.1. Our first result describes the shape of this minimal resolution.

Theorem 5.1. If char(k) 6= 2 then R is a Gorenstein ring with Castelnuovo–Mumford regularity reg(R) = 3.
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Since R is the homogeneous coordinate ring of the surface T , it follows that dim(R) = 3. Theorem 5.1
implies then that the Betti table of the S-module R is described by (8) when char(k) 6= 2, where

bi,j := dim Ki,j

(
T ,OT (1)

)
.

Moreover, the Gorenstein property implies that

(56) bi,1 = bg−2−i,2 for i = 1, . . . , g − 3.

Based on this equality, we characterize the (non-)vanishing behavior of the Betti numbers of T .

Theorem 5.2. Let p = char(k) and assume that p 6= 2. If p = 0 or p ≥ g+2
2 then

(57) bi,2 6= 0 ⇐⇒ g − 2

2
≤ i ≤ g − 3.

If 3 ≤ p ≤ g+1
2 , then

(58) bi,2 6= 0 ⇐⇒ p− 2 ≤ i ≤ g − 3.

The vanishing Theorem 1.1 in the Introduction is now a direct consequence of Theorem 5.2. Indeed,
it can be rephrased as bb g

2
c,1 = 0 if p = char(k) satisfies p = 0 or p ≥ g+2

2 . Using (56) and the identity
g − 2− bg2c = bg−3

2 cwe have that bb g
2
c,1 = bb g−3

2
c,2. The vanishing of bb g−3

2
c,2 follows from (57).

The key to proving Theorem 5.2 is to interpret the Koszul cohomology groups Ki,2(T ,OT (1)) in the
framework of Koszul modules. To that end, we consider for a ≥ 1 the sl2-equivariant map (38), which
is an inclusion if char(k) 6= 2 (see Lemma 3.1), in which case we denote by W (a) the associated Koszul
module W (Da U,D2a−2 U) (see (60)). This module was considered in [7, Section 3.I.B] and was called a
Weyman module. The following is the crucial result of this section.

Theorem 5.3. If char(k) 6= 2, then for each i = 1, . . . , g − 3 we have an identification

Ki,2(T ,OT (1)) = W
(i+2)
g−3−i.

Our analysis of the syzygies of T is for the most part characteristic-free, and we will be careful to
point out when the assumption that char(k) 6= 2 is used. In particular, our analysis yields the following
characteristic-free description of the groups Ki,1(T ,OT (1)).

Theorem 5.4. If char(k) is arbitrary, then for i = 0, . . . , g − 2, we have an identification

(59) Ki,1(T ,OT (1)) = Ker
{
δ2 : D2i U ⊗ Symg−2−i(Di+1 U) −→ Di+1 U ⊗ Symg−1−i(Di+1 U)

}
,

where δ2 is the composition of the Koszul differential

2∧
(Di+1 U)⊗ Symg−2−i(Di+1 U) −→ Di+1 U ⊗ Symg−1−i(Di+1 U)

with the map

D2i U ⊗ Symg−2−i(Di+1 U) −→
2∧

(Di+1 U)⊗ Symg−2−i(Di+1 U)

induced by the map (38) with a = i+ 1.
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To complete the picture of the syzygies of T , we need to discuss what happens when char(k) = 2. We
have in this case that deg(T ) = g− 1 and codim(T ) = g− 2 (see Section 5.4), so T is a variety of minimal
degree [9]. In fact, it is the rational normal scroll defined by the 2× 2 minors of the matrix[

z0 z1 · · · zg−2

z2 z3 · · · zg

]
,

see Section 5.9. In particular, the minimal resolution of T is given by an Eagon–Northcott complex
(see [8, Section A2H]). It follows for instance that the tangential variety of the twisted cubic curve in
characteristic two is the quadric surface z0z3 − z1z2 = 0.

Before delving into the proofs, we summarize the contents of this section. We begin by defining
Weyman modules in Section 5.1, and explaining how Theorem 5.2 follows from Theorems 5.1, 5.3, and
from the results in Section 2. In Section 5.2 we give a roadmap to the proofs of Theorems 5.1, 5.3, and 5.4,
which occupies the rest of the section. In Section 5.3, we summarize the sl2 description of cohomology
of line bundles on P1, which will be used throughout. In Section 5.4 we explain how to parametrize
the affine cone over T using the bundle of principal parts. Sections 5.5 – 5.7 describe the technical parts
of our arguments: they rely heavily on the preliminaries discussed in Sections 3 and 4, particularly on
Hermite reciprocity and the Kempf–Weyman technique, and they conclude with a proof of Theorem 5.4.
Using the foundation laid in the preceding sections, we give a quick proof of Theorems 5.1 and 5.3 in
Section 5.8. We end in Section 5.9 with a concrete discussion of the resolution of T in characteristic 2.

5.1. Weyman modules in characteristic different from 2. For n ≥ 2 we define

(60) W (n−1) := W (Dn−1 U,D2n−4 U)

where D2n−4 U is regarded as a subspace of
∧2(Dn−1 U) via the map ∆1 (see (38) and Lemma 3.1 with

a = n− 1). We defineR(n−1) to be the resonance varietyR(Dn−1 U,D2n−4 U) (see (5)).

Lemma 5.5. Let p = char(k). If p = 0 or p ≥ n, thenR(n−1) = {0}. If 3 ≤ p ≤ n− 1 thenR(n−1) 6= {0}.

Proof. Consider the map µ1 :
∧2 Symn−1(U∨) −→ Sym2n−4(U∨) (defined in (37) and Lemma 3.1), which

is dual to ∆1. The condition R(n−1) 6= {0} is equivalent to the fact that Ker(µ1) contains a non-zero
decomposable form f1 ∧ f2 in its kernel. We choose a basis (1, y) for U∨, so that for each d ≥ 0 we can
identify Symd(U∨) with the space of polynomials of degree at most d in y.

If 3 ≤ p ≤ n − 1 then f1 = 1 and f2 = yp belong to Symn−1(U∨), and µ1(f1 ∧ f2) = µ1(1 ∧ yp) = 0.
Since 1 ∧ yp 6= 0, we conclude using (5) that R(n−1) 6= {0}. Suppose now by contradiction that Ker(µ1)
contains a non-zero decomposable form f1 ∧ f2, and that p = 0 or p ≥ n. By rescaling f1 ∧ f2, we may
assume that f1, f2 are monic polynomials in y, say

f1 = yr + br−1y
r−1 + · · ·+ b0, f2 = ys + cs−1y

s−1 + · · ·+ c0.

If r 6= s then we may assume that r > s, and we get

µ1(f1 ∧ f2) = (r − s)yr+s−1 + h(y), where deg(h) < r + s− 1, and 0 < r − s ≤ n− 1.

It follows that p cannot divide r − s, hence µ1(f1 ∧ f2) 6= 0, a contradiction. Suppose finally that r = s,
and let i be the maximal index for which bi 6= ci, which exists since f1 ∧ f2 6= 0. We get

µ1(f1 ∧ f2) = (r − i) · (bi − ci) · yr+i−1 + h(y), where deg(h) < r + i− 1.

Since 0 < r − i ≤ n − 1 and bi − ci 6= 0, it follows again that f1 ∧ f2 6∈ Ker(µ1), yielding a contradiction
and concluding the proof. �
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We can now give a quick proof of Theorem 5.2, assuming the statements of Theorems 5.1 and 5.3.

Proof of Theorem 5.2. By Theorem 5.1, the only potentially non-zero bi,2 occur for 1 ≤ i ≤ g − 3, so we fix
one such index i. Since p 6= 2, Theorem 5.3 applies to give

(61) bi,2 = dim
(
W

(i+2)
g−3−i

)
.

Let n = i+3, so thatW (i+2) = W (n−1), to which we apply Lemma 5.5. Suppose first 3 ≤ p ≤ n−1 = i+2,
so the support R(n−1) of W (n−1) is positive dimensional, in particular W (n−1)

q 6= 0 for all q ≥ 0. Taking
q = g − 3 − i we obtain bi,2 6= 0, in particular the implication “⇐=” in (58) holds when 3 ≤ p ≤ g+1

2 . If
p ≥ g+2

2 , using the assumption p ≤ i+ 2, we conclude that i ≥ g−2
2 , so conditioned on 3 ≤ p ≤ i+ 2, the

equivalence in (57) holds.
Suppose now that p = 0 or p ≥ n = i+ 3, so thatR(n−1) = {0}. From Theorems 2.1 and 2.2 we obtain

the equivalence W (n−1)
q 6= 0 if and only if 0 ≤ q ≤ n− 4, which, in view of (61), implies that

(62) bi,2 6= 0⇐⇒ 0 ≤ g − 3− i ≤ i− 1⇐⇒ g − 2

2
≤ i ≤ g − 3.

If 3 ≤ p ≤ g+1
2 then i ≤ p−3 ≤ g−5

2 , proving based on (62) that bi,2 = 0 and establishing the remaining
part of the equivalence (58). If p = 0 or p ≥ g+2

2 then (62) agrees with (57). �

5.2. The roadmap to the minimal free resolution of R. For the convenience of the reader, we sum-
marize here our analysis of the minimal free resolution of R as an S-module, which concludes with
the proofs of Theorems 5.1, 5.3, and 5.4. The key players in our proof are four minimal complexes
of free graded S-modules, denoted F•, C•, J• and K•, the first three of which are constructed via the
Kempf–Weyman geometric technique (see Section 4.3). For visualization purposes, we record their Betti
diagrams below: our convention is that for a complex A•, a “ ∗ ” in row j and column i indicates that
the free module Ai has generators of degree i + j, while a “ − ” indicates that no such generators exist.
We will also write “1” instead of “ ∗ ” when Ai ∼= S(−i − j) is a free module of rank one, generated in
degree i+ j. With these conventions, our four complexes take the following shapes:

F• :
0 1 2 · · · g − 3 g − 2

0 1 − − · · · − −
1 ∗ ∗ ∗ · · · ∗ ∗

C• :

0 1 2 · · · g − 3 g − 2 g − 1
0 − − − · · · − − −
1 ∗ ∗ ∗ · · · ∗ ∗ −
2 − − − · · · − − 1

J• :
0 1 2 · · · g − 1 g

0 1 ∗ ∗ · · · ∗ ∗ K• :
0 1 2 · · · g − 1 g

0 1 ∗ ∗ · · · ∗ 1

The complex F•. The affine cone T̂ over T admits a dominant map from the total space Z of the bundle
of principal parts associated with the sheaf OP1(g) (see Section 5.4). As such, R is naturally a subring of
R̃ = H0(Z,OZ). The complex F• gives the minimal free resolution of R̃ (see Section 5.5). In characteristic
different from two, the map Z → T̂ is birational, and R̃ is the normalization of R.

The complex C•. The affine cone Γ̂ over the rational normal curve is Cohen–Macaulay, so it has a canon-
ical module which we denote by C. The complex C• is the minimal resolution of C and is described in
Section 5.6.

The complex J•. The complex J• is the only one that is not a resolution (see Proposition 5.8): it is a linear
complex with two non-zero cohomology groups, namely H0(J•) = k, and H1(J•) = C.
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The complex K•. The complex K• is the Koszul complex resolving the residue field k ∼= S/m.

We now describe the various links between the complexes F•, C•, J• and K•.

The relationship between C•, J• and K•. There is a degree preserving map p• : J• −→ K•, constructed
in Proposition 5.9, inducing an isomorphism k = H0(J•) ∼= H0(K•) = k. The mapping cone of p• gives
rise after minimization (as in Section 4.2) and a homological shift, to a minimal resolution of C, and is
therefore quasi-isomorphic to C•. Precisely, Ci = Ker(pi+1) for i = 0, . . . , g − 2 (see Corollary 5.10).

The relationship between F•, J• and (59). There is a map q• : F• −→ J•+1 of complexes, which is
constructed in Proposition 5.12, inducing a surjection R̃ = H0(F•) � H1(J•) = C. Using the explicit
Hermite reciprocity discussed in Section 3.4, it follows that if we restrict the map qi to the minimal
generators of degree i+ 1 of Fi and Ji+1, then we get precisely the map δ2 in (59), so

(63) Ker(δ2) = Ker
(
(qi ⊗ k)i+1

)
for i = 0, . . . , g − 2.

The relationship between q• and the first linear strand of the resolution of R. The morphism q0 sends
the unique generator of F0 of degree 0 to zero, and therefore R is contained in R′ := Ker(R̃ � C). The
quotientR′/R is generated in degree≥ 2, so the resolutions ofR andR′ have the same first linear strand.
To construct the minimal resolution ofR′, we show in Corollary 5.13 that qi ◦pi+1 = 0 for i = 0, . . . , g−2,
so qi sends Fi into Ci ⊆ Ji+1. By restricting the range, this induces a map of complexes q̃• : F• −→ C•,
lifting the quotient map R̃� C. Minimizing the mapping cone of q̃• as in Lemma 4.2, we get a minimal
resolution of R′, with

(64) TorSi (R′,k)i+1 = Ker
(
(q̃i ⊗ k)i+1

)
, TorSi (R′,k)i+2 = Coker

(
(q̃i+1 ⊗ k)i+2

)
.

We conclude in Section 5.7 that

Ki,1(T ,OT (1)) = TorSi (R,k)i+1 = TorSi (R′,k)i+1 = Ker
(
(q̃i ⊗ k)i+1

)
= Ker

(
(qi ⊗ k)i+1

)
.

It then follows from (63) that Ki,1(T ,OT (1)) = Ker(δ2) as in (59), proving Theorem 5.4.

The minimal resolution of R for char(k) 6= 2. By construction, we have Coker(q̃i) = Ker(pi+1)/Im(qi),
which allows us to realize Coker(q̃i) as the middle homology of a 3-term complex

Fi
qi−→ Ji+1

pi+1−→ Ki+1.

Restricting this sequence to minimal generators of degree (i + 1) we obtain via Hermite reciprocity the
3-term complex defining the degree g − 2− i component of the Weyman module W (i+1), and conclude
in Lemma 5.14 that Coker(q̃i)⊗S k = W

(i+1)
g−2−i. Taking i = 0 we find that q̃1 is surjective, and deduce that

R′ = R in Corollary 5.15. Combining this with (64) proves Theorem 5.3. To prove Theorem 5.1 one is
left with verifying that q̃g−2 is injective, which follows from one final application of Hermite reciprocity
and is explained at the end of Section 5.8.

The minimal resolution of R for char(k) = 2. It follows from the discussion in Section 5.4 that T is a
variety of minimal degree in characteristic two. We show in Section 5.9 that it is a rational normal scroll,
and conclude that its minimal resolution is given by an Eagon–Northcott complex.

5.3. Cohomology on P1. Let U be a two dimensional vector space as before and recall that P1 = P
(
U∨
)
.

The tautological quotient map U ⊗OP1 � OP1(1) gives rise to an exact Koszul complex

(65) 0 −→
2∧
U ⊗OP1(−1) −→ U ⊗OP1 −→ OP1(1) −→ 0,
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and using (50) we get a natural identification MOP1 (1)
∼=
∧2 U ⊗ OP1(−1). The canonical bundle ωP1 is

naturally identified with
∧2 U ⊗OP1(−2). The cohomology groups of twists of OP1 are then given by:

H0(P1,OP1(a)) =

{
Syma U if a ≥ 0,

0 otherwise,
H1(P1,OP1(a)) =

{∧2 U∨ ⊗D−a−2(U∨) if a ≤ −2,

0 otherwise.

Thinking of (65) as a two-step resolution ofOP1(1), we get that for a ≥ 1, the sheafOP1(a) ∼= Syma(OP1(1))
is resolved by the a-th symmetric power of the said two-step resolution. This gives an exact sequence

(66) 0 −→ Syma−1 U ⊗
2∧
U ⊗OP1(−1)

ιa−→ Syma U ⊗OP1 −→ OP1(a) −→ 0,

where the second map is given by evaluation of sections, and the first is induced by the inclusion in (65),
and by the multiplication µ : Syma−1 U ⊗ U −→ Syma U . Using (50) we get from (66) an identification

(67) MOP1 (a)
∼= Syma−1 U ⊗

2∧
U ⊗OP1(−1).

5.4. The bundle of principal parts and the Gauss map. The main reference for this part is [22]. Recall
that Γ is the rational normal curve of degree g in Pg, obtained as the image of the embedding of P1 via
the complete linear system |OP1(g)|. Furthermore, recall that T denotes the tangential variety of Γ. The
bundle of principal parts of order 1 is denoted by P1

(
OP1(g)

)
, and has the explicit description

(68) P1
(
OP1(g)

)
=

{
U ⊗OP1(g − 1) if p - g;∧2 U ⊗OP1(g − 2)⊕OP1(g) if p|g.

The bundle P1
(
OP1(g)

)
sits in an exact sequence

(69) 0 −→
( 2∧

U
)⊗2 ⊗ Symg−2 U ⊗OP1(−2)

ι−→ Symg U ⊗OP1 −→ P1
(
OP1(g)

)
−→ 0,

where
(∧2 U

)⊗2 ⊗ Symg−2 U ⊗ OP1(−2) ∼= N∨Γ/Pg(g) is a twist of the conormal bundle of Γ (see for
instance [5, Corollary 2.5] for an explicit calculation that is characteristic free). The inclusion map ι in
(69) is induced by composing the map ιg in (66) with id∧2 U ⊗ιg−1(−1). We let

(70) S := SymOP1

(
P1
(
OP1(g)

))
and Z := SpecP1(S) ↪−→ Dg(U∨)× P1 =: X.

If we let G denote the Grassmannian of two dimensional subspaces of Dg(U∨), then the surjection in
(69) gives rise to the Gauss map γ : Γ −→ G, whose image we denote by Γ∗. We have a diagram

(71)

Γ ∼= P1

γ

��

Z
ρoo � � //

π|Z
��

X

π

��
G Γ∗? _oo T̂ �

� // Dg(U∨)

where T̂ is the affine cone over T . We recall that R = H0(T̂ ,OT̂ ) denotes the homogeneous coordinate
ring of T , and let R̃ = H0(Z,OZ). Since π maps Z onto T̂ , the pull-back along π|Z leads to an inclusion
of R into R̃, which will be analyzed in the following sections.

The rest of Section 5.4 is parenthetical, and meant to shed more light on (71). We will only need
to use it in Section 5.9 (which is also supplementary), to say that T is a variety of minimal degree in
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characteristic two. If char(k) = p 6= 2 then the map π|Z gives a resolution of singularities for T̂ , and in
particular R̃ is the normalization ofR. This is no longer the case when p = 2, when π|Z has generic degree
two. To see this, we note that by [22, Lemma 1.6, Corollary 1.7, Remark 1.9] we have deg(T ) = deg(Γ∗)
and deg(γ) = deg(π|Z ). Moreover, γ can be written explicitly in an affine chart as in [16, p.245]

(72) t
γ−→ row Span

[
1 t t2 · · · tg

0 1 2t · · · gtg−1

]
.

Since the 2 × 2 minors of the above matrix span the space of polynomials in t of degree up to 2g − 2
when p 6= 2, and the subspace of polynomials in t2 up to degree g − 1 when p = 2, we conclude that
viewed in its Plücker embedding, Γ∗ is a rational normal curve (in its span) of degree 2g−2 when p 6= 2,
resp. of degree g − 1 when p = 2. Moreover, γ is an isomorphism when p 6= 2, and for p = 2 it factors
as the Frobenius homomorphism of degree 2 followed by an embedding by OP1(g− 1). This shows that
deg(T ) = 2g − 2 and π|Z is birational when p 6= 2, while for p = 2 we have deg(T ) = g − 1 and π|Z
has generic degree 2. We end by noting that the composition of γ with the Plücker embedding can be
described in more canonical terms as the map defined by the surjection

2∧
(Symg U)⊗OP1 −→

2∧
P1
(
OP1(g)

)
=

2∧
U ⊗OP1(2g − 2),

induced by the quotient map in (69). Identifying
∧2 U ∼= k, this in turn factors as

2∧
(Symg U)⊗OP1 −→ Sym2g−2 U ⊗OP1 −→ OP1(2g − 2),

where the first map is induced by (37) with a = g, and the second one is evaluation of sections.

5.5. The resolution of R̃. Recall that S = Sym(Symg U) denotes the homogeneous coordinate ring of Pg,
let X,Z as in (70), and let R̃ = H0(Z,OZ). We describe the minimal free resolution of R̃ as an S-module.

Proposition 5.6. The S-module R̃ has an sl2-equivariant minimal free resolution given by

F• : Fg−2 −→ · · · −→ F1 −→ F0

[
−→ R̃ −→ 0

]
where F0 = S ⊕ Symg−2 U ⊗ S(−1), and

Fi =
(

D2i U ⊗
i+1∧

Symg−2 U
)
⊗ S(−i− 1), for i = 1, . . . , g − 2.

Moreover, the linear part of the differential ∂Fi : Fi −→ Fi−1 is defined at the level of generators via an sl2-
equivariant map

D2i U ⊗
i+1∧

Symg−2 U −→
(

D2i−2 U ⊗
i∧

Symg−2 U
)
⊗ Symg U

induced by

∆(2) : D2i U
(34)−→ D2i−2 U ⊗ Sym2 U, kg−2

i+1 :

i+1∧
Symg−2 U

(47)−→
i∧

Symg−2 U ⊗ Symg−2 U,

and µ : Sym2 U ⊗ Symg−2 U
(32)−→ Symg U.
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If we ignore the quadratic part of the differential ∂F1 : F1 −→ F0, then we have the formula

(73) ∂Fi (x(t) ⊗ sλ(x)) =
∑
u+s=t

u≤2, s≤2i−2

i+1∑
j=1

(−1)j−1 · x(s) ⊗ s
λĵ

(x)⊗
((

2

u

)
· xu · xλj+i+1−j

)

for all 0 ≤ t ≤ 2i and λ ∈ Pi+1(g − 2− i).

Proof. We let ξ =
(∧2 U

)⊗2 ⊗ Symg−2 U ⊗ OP1(−2), V = Symg U and η = P1
(
OP1(g)

)
, so that (69) is a

special instance of (54). We let V = OP1 and apply Theorem 4.3 to construct a complex F• with

(74) Fi =
⊕
j≥0

Hj
(

P1,

i+j∧
ξ
)
⊗ S(−i− j).

It follows from (68) and Section 5.3 thatM(V) = OZ has no higher cohomology, so F• is a minimal free
resolution of R̃. We have that

∧i+j ξ =
(∧2 U

)⊗(2i+2j) ⊗
∧i+j Symg−2 U ⊗OP1(−2i− 2j) and therefore

(75) Hj
(

P1,

i+j∧
ξ
)

=


k if i = j = 0;∧2 U ⊗D2i U ⊗

∧i+1 Symg−2 U if 1 ≤ i ≤ g − 2 and j = 1;

0 otherwise.

Indeed, if i+ j = 0 then
∧i+j ξ = OP1 , whose only non-vanishing cohomology is H0(P1,OP1) = k. Since

rk(ξ) = g− 1, we may assume that 0 < i+ j ≤ g− 1, and since OP1(−2i− 2j) has no global sections, we
may assume that j = 1. It follows from Section 5.3 that

H1
(

P1,
i+1∧

ξ
)

=
( 2∧

U
)⊗(2i+2) ⊗

i+1∧
Symg−2 U ⊗

2∧
U∨ ⊗D2i(U∨).

Using
∧2 U ⊗

∧2 U∨ ∼= k and
(∧2 U

)⊗2i ⊗D2i(U∨) ∼= D2i U , we get (75).
Since we are only interested in the sl2-structure, we have that

∧2 U ∼= k, so (74) and (75) give the
desired formula for the terms in the resolution F•. The formula (73) follows by combining (32), (33), (34)
and (47), and recalling that x(u) ∈ Sym2 U should be interpreted as

(
2
u

)
· xu for 0 ≤ u ≤ 2. �

Since R is a quotient of S and a subring of R̃, it is isomorphic to S/I , where I is the image of the
quadratic part of the differential ∂F1 : F1 → F0. It is not clear what this is from the construction above,
but the construction tells us that I is generated by quadrics. In characteristic 2, it is easy to identify a
subcomplex of F• which gives a resolution of R, which we do in Section 5.9. In the general case we need
one more auxiliary construction.

5.6. The canonical module C and two constructions of its minimal resolution. The goal of this section
is to construct a module C supported on the cone over the rational normal curve Γ, and to provide two
constructions of its minimal free resolution. As we’ll see later, C is a quotient of R̃/R (and in fact
isomorphic to R̃/R when char(k) 6= 2). The first construction provides a minimal resolution which is
hard to relate to the minimal resolution of R̃ from the previous section. The second one is a non-minimal
resolution involving a mapping cone construction, but it has the advantage that it admits an explicit map
from the resolution of R̃, lifting the natural quotient map R̃ −→ C.

Recall from (50) and (67) that we have a short exact sequence

(76) 0 −→MOP1 (g) −→ Symg U ⊗OP1 −→ OP1(g) −→ 0,
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where MOP1 (g) = Symg−1 U ⊗
∧2 U ⊗OP1(−1). We define, in analogy with (70)

(77) S ′ := SymOP1

(
OP1(g)

)
and Z ′ := SpecP1(S ′) ↪−→ Dg(U∨)× P1 = X,

and we let

(78) C := H0(Z ′,OZ′(g − 2)).

We identify OZ′(g − 2) with the sheaf S ′(g − 2) of graded S ′-modules, and make the convention that
for d ≥ 1, the summand OP1(dg − 2) of this sheaf lies in degree d. The module C is therefore a graded
S-module, whose degree d component is Symdg−2 U for d ≥ 1, and 0 for d ≤ 0, and it can be thought of
as the canonical module of Γ̂ (but this fact is not needed for our proofs).

Proposition 5.7. The module C has an sl2-equivariant minimal free resolution as an S-module, given by

C• : Cg−1 −→ · · · −→ C1 −→ C0 [−→ C −→ 0] ,

where

Ci =
(

Symg−2−i U ⊗
i∧

Symg−1 U
)
⊗ S(−i− 1), for i = 0, . . . , g − 2, and

Cg−1 =
( g∧

Symg−1 U
)
⊗ S(−g − 1).

Proof. We let ξ = MOP1 (g), V = Symg U , η = OP1(g), so that (76) is a special instance of (54). We let
V = OP1(g − 2) (placed in degree one) and apply Theorem 4.3 to construct a complex C• with

Ci =
⊕
j≥0

Hj
(

P1,OP1(g − 2)⊗
i+j∧

MOP1 (g)

)
⊗ S(−i− j − 1).

Note that M(V) = OZ′(g − 2), and since H i(P1,OP1(dg − 2)) = 0 for d ≥ 1 and i > 0, it follows that
M(V) has vanishing higher cohomology. It follows using (78) that C• is a minimal resolution of C.

Note that OP1(g − 2) ⊗
∧i+jMOP1 (g) = OP1(g − 2 − i − j) ⊗

∧i+j Symg−1 U ⊗
(∧2 U

)⊗i+j . Since we
are only interested in the sl2-structure, we have that

∧2 U ' k, and we conclude using Section 5.3 that

Hj
(

P1,OP1(g − 2)⊗
i+j∧

MOP1 (g)

)
=


Symg−2−i U ⊗

∧i Symg−1 U if 0 ≤ i ≤ g − 2 and j = 0;∧g Symg−1 U if i = g − 1 and j = 1;

0 otherwise.

This proves the desired formula for the terms of the resolution C•, concluding the proof. �

Moving towards the second construction of a resolution for C, we prove the following.

Proposition 5.8. There exists an sl2-equivariant complex of free S-modules

J• : 0 −→ Jg −→ · · · −→ J1 −→ J0

where

Ji =
(

Di U ⊗
i∧

Symg−1 U
)
⊗ S(−i), for i = 0, . . . , g,

and whose homology is given by

H0(J•) = k ∼= S/m, H1(J•) = C and Hi(J•) = 0, for i > 1.
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Moreover, the differential ∂Ji : Ji −→ Ji−1 is defined at the level of generators via an sl2-equivariant map

Di U ⊗
i∧

Symg−1 U −→
(

Di−1 U ⊗
i−1∧

Symg−1 U
)
⊗ Symg U

induced by

∆ : Di U
(33)−→ Di−1 U ⊗ U, kg−1

i :

i∧
Symg−1 U

(47)−→
i−1∧

Symg−1 U ⊗ Symg−1 U,

and µ : U ⊗ Symg−1 U
(32)−→ Symg U.

More precisely, we have

(79) ∂Ji (x(t) ⊗ sλ(x)) =
∑
u+s=t

u≤1, s≤i−1

i∑
j=1

(−1)j−1 · x(s) ⊗ s
λĵ

(x)⊗ xλj+i−j+u

for all 0 ≤ t ≤ i and λ ∈ Pi(g − i).

Proof. We define ξ, V and η as in the proof of Proposition 5.7, and let V = OP1(−2) (in degree zero). It
follows thatM(V) = OZ′(−2), whose only non-zero cohomology groups are

H0(X,OZ′(−2)) = C and H1(X,OZ′(−2)) = H1(P1,OP1(−2)) =
2∧
U∨ ∼= k,

where the last identification is sl2-equivariant, and k is a graded S-module concentrated in degree 0.
Theorem 4.3 yields a minimal complex G• with

Gi =
⊕
j≥0

Hj
(

P1,OP1(−2)⊗
i+j∧

MOP1 (g)

)
⊗ S(−i− j),

whose non-zero homology is given by H0(G•) = C and H−1(G•) = k. Note that

Hj
(

P1,OP1(−2)⊗
i+j∧

MOP1 (g)

)
=

{
Di+1 U ⊗

∧i+1 Symg−1 U if − 1 ≤ i ≤ g − 1 and j = 1;

0 otherwise.

In the above calculation we have used again the description of cohomology from Section 5.3, the sl2-
isomorphism

∧2 U∨ ∼= k, and the natural isomorphism
(∧2 U

)⊗i+1 ⊗ Di+1(U∨) ∼= Di+1(U). Letting
J• = G•+1 we get a complex J• with the desired properties. We get (79) by combining (32), (33) and (47),
and noting that in U = Sym1 U we have x(u) =

(
1
u

)
· xu = xu for u = 0, 1. �

To build a mapping cone resolution for C, we need a map of complexes between J• and the Koszul
complex resolving the residue field k. We achieve this as follows.

Proposition 5.9. Consider the Koszul complex resolving the residue field k as an S-module

K• : 0 −→ Kg+1 −→ · · · −→ K1 −→ K0 [−→ k −→ 0]

where

Ki =
( i∧

Symg U
)
⊗ S(−i), for i = 0, . . . , g + 1,
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and the differential given by the maps kgi in (47). Using the notation (44) and letting pi = νig−i we have that the
maps

pi : Di U ⊗
i∧

Symg−1 U −→
i∧

Symg U

induce a map of complexes p• : J• −→ K•, with pi = pi ⊗ idk.

Proof. We have to verify that for each i = 1, . . . , g + 1 we have a commutative diagram

Di U ⊗
∧i Symg−1 U

pi
��

∂Ji // Di−1 U ⊗
∧i−1 Symg−1 U ⊗ Symg U

pi−1⊗idSymg U

��∧i Symg U
∂Ki

//
∧i−1 Symg U ⊗ Symg U

The space Di U ⊗
∧i Symg−1 U has a basis consisting of elements of the form

x(t) ⊗ sλ(x), where 0 ≤ t ≤ i and λ ∈ Pi(g − i).

It follows from (79) that

(80)

∂Ji (x(t) ⊗ sλ(x)) =

 i∑
j=1

(−1)j−1x(t) ⊗ s
λĵ

(x)⊗ xλj+i−j


+

 i∑
j=1

(−1)j−1x(t−1) ⊗ s
λĵ

(x)⊗ xλj+i−j+1


where the second term vanishes identically when t = 0, while the first one disappears when t = i. Using
(44) and the fact that ∂Ki = kgi as defined in (47) we get

(81) (∂Ki ◦ pi)(x(t) ⊗ sλ(x)) =
i∑

j=1

(−1)j−1 ·

 ∑
I∈([i]t )

s
(λ+(1I))ĵ

(x)⊗ x(λ+(1I))j+i−j

 .

Comparing (80) with (81), it follows that in order to prove the commutativity of the diagram it suffices
to check that for fixed j ∈ {1, . . . , i}we have

(82)

pi−1

(
x(t) ⊗ s

λĵ
(x)
)

=
∑

j /∈I∈([i]t )

s
(λ+(1I))ĵ

(x) and

pi−1

(
x(t−1) ⊗ s

λĵ
(x)
)

=
∑

j∈I∈([i]t )

s
(λ+(1I))ĵ

(x).

Note that
pi−1

(
x(t) ⊗ s

λĵ
(x)
)

=
∑

I′∈([i−1]
t )

s
λĵ+(1I′ )(x)

and that the correspondence

(83) I ′ −→ I = {k : k ∈ I ′ and k < j} ∪ {k + 1 : k ∈ I ′ and k ≥ j}
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establishes a bijection between the collection of sets I ′ ∈
(

[i−1]
t

)
and that of sets I ∈

(
[i]
t

)
with j /∈ I ,

which has the property that (λ+ (1I))ĵ = λĵ + (1I
′
). This proves the first equality in (82). For the second

equality we use
pi−1(x(t−1) ⊗ s

λĵ
(x)) =

∑
I′∈([i−1]

t−1 )

s
λĵ+(1I′ )(x)

and note that we have a bijective correspondence between sets I ′ ∈
(

[i−1]
t

)
and I ∈

(
[i]
t

)
with j ∈ I , given

by

(84) I ′ −→ I = {k : k ∈ I ′ and k < j} ∪ {j} ∪ {k + 1 : k ∈ I ′ and k ≥ j}.

Moreover, this correspondence has the property that (λ + (1I))ĵ = λĵ + (1I
′
), which shows the second

equality in (82) and concludes our proof. �

Corollary 5.10. Let p• : J• −→ K• be the map of complexes constructed in Proposition 5.9, and let C• denote
the minimal resolution of the module C in (78), as constructed in Proposition 5.7. We have that

(85) Ci = Ker(pi+1) for all i = 0, . . . , g − 2.

Proof. Since H0(p•) : H0(J•) −→ H0(K•) is an isomorphism, it follows that by applying the mapping
cone construction to the map of complexes p• : J• −→ K• and minimizing the resulting complex as in
Lemma 4.2, we obtain a minimal complex M• whose terms are

Mi = Ker(pi−1)⊕ Coker(pi), for i = 0, . . . , g + 1,

and whose only non-zero homology is H2(M•) = H1(J•) = C. Since the map p0 is an isomorphism and
p1 is surjective, we get that M0 = M1 = 0 so M•+2 is in fact a minimal resolution of C, from which we
deduce that Mi+2

∼= Ci for all i = 0, . . . , g − 1.

For i = 0, · · · , g−2, we have that Ci is a free module with generators of degree i+1, so the same must
be true about Mi+2. Since Ker(pi+1) is a free module generated in degree i+ 1 and Coker(pi+2) is a free
module generated in degree i+ 2, it follows that Coker(pi+2) = 0 for all i = 0, . . . , g − 2 and therefore pi
is surjective for all i = 0, . . . , g. It follows that

Ci = Mi+2 = Ker(pi+1) for all i = 0, . . . , g − 2. �

Remark 5.11. Continuing with the notation in the proof above, we note that we have an isomorphism
Cg−1

∼= Mg+1 of free modules of rank one generated in degree g + 1, and we conclude that Ker(pg) = 0
and Mg+1 = Coker(pg+1) = Kg+1.

5.7. The first linear strand of the resolution of R. The goal of this section is to complete the proof of
Theorem 5.4. Our strategy is summarized in the following steps:

(1) We construct a map of complexes q̃• : F• −→ C• such that the induced map

H0(q̃•) : H0(F•) −→ H0(C•)

is a surjection R̃ −→ C.
(2) If we let R′ = Ker

(
R̃ −→ C

)
, then R ⊆ R′ and the mapping cone of q̃• gives a resolution of R′.

Minimizing it, we get that the first linear strand of the minimal resolution of R′ can be described
as kernels of the Koszul maps (59).

(3) The quotient R′/R is a module generated in degree at least 2, so the first strands of the minimal
resolutions of R and R′ coincide.
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Proposition 5.12. For i = 0, . . . , g − 2 we consider the sl2-equivariant map

qi : D2i U ⊗
i+1∧

Symg−2 U −→ Di+1 U ⊗
i+1∧

Symg−1 U

induced by the map
∆1 : D2i U −→ Di+1 U ⊗Di+1 U

in Lemma 3.1 followed by

νi+1
g−2−i : Di+1 U ⊗

i+1∧
Symg−2 U

(44)−→
i+1∧

Symg−1 U.

The maps qi define a map of complexes q• : F• −→ J•+1 (if we take q0 to send the summand S ⊆ F0 to zero), such
that the induced map

H0(F•) −→ H1(J•) is a surjection R̃ −→ C containing R in the kernel.

Proof. The map ∆1 : D0 U −→ D1 U ⊗ D1 U can be identified with the sl2-equivariant inclusion of
k ∼=

∧2 U −→ U ⊗ U , so the map q0 : F0 −→ J1 is given by

S ⊕ Symg−2 U ⊗ S(−1)
q0−→ (U ⊗ Symg−1 U)⊗ S(−1),

where S is sent to 0, and Symg−2 U ∼=
∧2 U ⊗ Symg−2 U −→ U ⊗ Symg−1 U is an inclusion given by the

Koszul differential. Since ∂J1 : J1 −→ J0 is induced by the multiplication mapU⊗Symg−1 U −→ Symg U ,
it follows that ∂J1 ◦ q0 = 0, so the diagram

F0
//

q0
��

0

��
J1

∂J1

// J0

is commutative. Assuming that q• : F• −→ J•+1 is indeed a map of complexes (which we’ll prove
shortly), to see that H0(q•) induces a surjection R̃ � C with R in the kernel, it suffices to note that q0

sends the generators Symg−2 U ⊆ R̃ isomorphically onto the generators Symg−2 U of C, and that the
generator 1 ∈ R is sent to 0 since q0(S) = 0.

To prove that q• : F• −→ J•+1 is a map of complexes we have to verify that for every i ≥ 1 we get a
commutative diagram (note that since q0(S) = 0, we can ignore the quadratic part of the differential ∂F1 )

D2i U ⊗
∧i+1 Symg−2 U

qi //

∂Fi
��

Di+1 U ⊗
∧i+1 Symg−1 U

∂Ji+1
��(

D2i−2 U ⊗
∧i Symg−2 U

)
⊗ Symg U

qi−1⊗id
//
(

Di U ⊗
∧i Symg−1 U

)
⊗ Symg U

The space D2i U ⊗
∧i+1 Symg−2 U has a basis consisting of elements x(t) ⊗ sλ(x) where 0 ≤ t ≤ 2i and

λ ∈ Pi+1(g − i− 2). Since

∆1(x(t)) =
∑

t′+t′′=t+1
t′,t′′≤i+1

(t′ − t′′) · x(t′) ⊗ x(t′′)
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it follows that

qi(x
(t) ⊗ sλ(x)) =

∑
t′+t′′=t+1
t′,t′′≤i+1

(t′ − t′′) · x(t′) ⊗

 ∑
I∈([i+1]

t′′ )

sλ+(1I)(x)


and using (79) we get that (∂Ji+1 ◦ qi)(x(t) ⊗ sλ(x)) is computed by

∑
t′+t′′=t+1
t′,t′′≤i+1

∑
I∈([i+1]

t′′ )

∑
u′+s′=t′

u′≤1,s′≤i

i+1∑
j=1

(−1)j−1 · (t′ − t′′) · x(s′) ⊗ s
(λ+(1I))ĵ

(x)⊗ x(λ+(1I))j+i+1−j+u′

(86) =
∑

u′+s′+t′′=t+1
u′≤1,s′≤i,t′′≤i+1

∑
I∈([i+1]

t′′ )

i+1∑
j=1

(−1)j−1 · (u′ + s′ − t′′) · x(s′) ⊗ s
(λ+(1I))ĵ

(x)⊗ x(λ+(1I))j+i+1−j+u′ .

On the other hand we have using (73) that

∂Fi (x(t) ⊗ sλ(x)) =
∑
u+s=t

u≤2, s≤2i−2

i+1∑
j=1

(−1)j−1 · x(s) ⊗ s
λĵ

(x)⊗ (x(u) · xλj+i+1−j),

where x(u) = xu when u = 0, 2, and x(1) = 2x. Thus
(
(qi−1⊗ idSymg U ) ◦∂Fi

)
(x(t)⊗ sλ(x)) is computed by

∑
u+s=t

u≤2, s≤2i−2

i+1∑
j=1

∑
s′+s′′=s+1
s′,s′′≤i

∑
I′∈( [i]

s′′)

(−1)j−1 · (s′ − s′′) · x(s′) ⊗ s
λĵ+(1I′ )(x)⊗ (x(u) · xλj+i+1−j)

(87) =
∑

u+s′+s′′=t+1
u≤2, s′,s′′≤i

i+1∑
j=1

∑
I′∈( [i]

s′′)

(−1)j−1 · (s′ − s′′) · x(s′) ⊗ s
λĵ+(1I′ )(x)⊗ (x(u) · xλj+i+1−j)

To conclude the proof we show that we can identify (86) with (87). We fix j and s′ with 1 ≤ j ≤ i+ 1
and 0 ≤ s′ ≤ i. It is then enough to verify that

(88)
∑

u′+t′′=t+1−s′
u′≤1,t′′≤i+1

∑
I∈([i+1]

t′′ )

(u′ + s′ − t′′) · s
(λ+(1I))ĵ

(x)⊗ x(λ+(1I))j+i+1−j+u′

=
∑

u+s′′=t+1−s′
u≤2,s′′≤i

∑
I′∈( [i]

s′′)

(s′ − s′′) · s
λĵ+(1I′ )(x)⊗ (x(u) · xλj+i+1−j).

We fix u, s′′ with u+ s′′ = t+ 1− s′, u ≤ 2, s′′ ≤ i, and fix I ′ ∈
([i]
s′′

)
. We consider three separate cases:

u = 0: We let u′ = 0, t′′ = s′′, and define I via (83). The term in (88) corresponding to this choice of
parameters is equal to (s′−s′′) ·s

λĵ+(1I′ )(x)⊗(x(u) ·xλj+i+1−j) since u′−t′′ = −s′′, (λ+(1I))ĵ = λĵ+(1I
′
),

x(u) = 1 and (λ + (1I))j + i + 1 − j + u′ = λj + i + 1 − j, where the last equality follows from the fact
that j 6∈ I and u′ = 0.
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u = 2: We let u′ = 1, t′′ = s′′+ 1, and define I via (84). The term in (88) corresponding to this choice of
parameters is equal to (s′−s′′) ·s

λĵ+(1I′ )(x)⊗(x(u) ·xλj+i+1−j) since u′−t′′ = −s′′, (λ+(1I))ĵ = λĵ+(1I
′
),

x(u) = x2 and (λ + (1I))j + i + 1 − j + u′ = 2 + λj + i + 1 − j, where the last equality follows from the
fact that j ∈ I and u′ = 1.

u = 1: In this case there are two terms in (88) whose sum is

(s′ − s′′) · s
λĵ+(1I′ )(x)⊗ (x(u) · xλj+i+1−j) = 2 · (s′ − s′′) · s

λĵ+(1I′ )(x)⊗ xλj+i+2−j

and they correspond to the following choice of parameters. If we let u′ = 0, t′′ = s′′+ 1, and define I via
(84) then we get

(u′ + s′ − t′′) · s
(λ+(1I))ĵ

(x)⊗ x(λ+(1I))j+i+1−j+u′ = (s′ − s′′ − 1) · s
λĵ+(1I

′
)
(x)⊗ xλj+i+2−j ,

while if we take u′ = 1, t′′ = s′′, and define I via (83) then we get

(u′ + s′ − t′′) · s
(λ+(1I))ĵ

(x)⊗ x(λ+(1I))j+i+1−j+u′ = (1 + s′ − s′′) · s
λĵ+(1I′ )(x)⊗ xλj+i+2−j .

To finish the proof, we have to make sure that all the terms in (88) are accounted for in the above case
analysis:

• If u′ = 0 and j ∈ I then take u = 1, s′′ = t′′ − 1 and define I ′ by reversing (84).
• If u′ = 0 and j 6∈ I then take u = 0, s′′ = t′′ and define I ′ by reversing (83).
• If u′ = 1 and j ∈ I then take u = 2, s′′ = t′′ − 1 and define I ′ by reversing (84).
• If u′ = 1 and j 6∈ I then take u = 1, s′′ = t′′ and define I ′ by reversing (83). �

The map q• constructed in Proposition 5.12 induces a map of complexes F• −→ C• as follows

Corollary 5.13. For i = 0, . . . , g − 2 we have pi+1 ◦ qi = 0, therefore qi(Fi) ⊆ Ci = Ker(pi+1), by applying
Corollary 5.10. The induced map of complexes q̃• : F• −→ C• has the property that

H0(q̃•) : H0(F•) −→ H0(C•) coincides with the quotient map R̃ −→ C.

Proof. If we replace i by i + 1, let d = g − 2 − i, and tensor the commutative diagram (46) with Di+1 U
then we obtain a commutative diagram

(Di+1 U)⊗2 ⊗ Symg−2−i(Di+1 U)
id⊗2⊗ψg−2−i

//

��

(Di+1 U)⊗2 ⊗
∧i+1(Symg−2 U)

id⊗νi+1
g−2−i

��

Di+1 U ⊗ Symg−1−i(Di+1 U)
id⊗ψg−1−i

// Di+1 U ⊗
∧i+1(Symg−1 U)

Restricting the top row of the diagram above along the chain of maps

D2i U
∆1−→

2∧
Di+1 U ⊆

(
Di+1 U

)⊗2
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and recalling that qi was defined by restricting along the same maps, we obtain the commutativity of
the top square in the diagram

(89)

D2i U ⊗ Symg−2−i(Di+1 U)
id⊗ψg−2−i

//

δ2
��

D2i U ⊗
∧i+1(Symg−2 U)

qi
��

Di+1 U ⊗ Symg−1−i(Di+1 U)

δ1
��

id⊗ψg−1−i

// Di+1 U ⊗
∧i+1(Symg−1 U)

pi+1��

Symg−i(Di+1 U)
ψg−i

//
∧i+1(Symg U)

Note that the bottom square of this diagram also commutes, being another instance of (46), namely that
where we replace i by i+ 1, let d = g − 1− i, and recall that pi+1 = νi+1

g−i−1.
In the diagram (89) the maps in the left column are induced by Koszul differentials, so their com-

position must be zero. Since the horizontal maps are isomorphisms the maps in the right column must
compose to zero as well, hence pi+1◦qi = 0 and therefore pi+1◦qi = 0. Using the fact that Ci = Ker(pi+1)
(see (85)), it follows that q• induces (by restricting the range) a map of complexes q̃• : F• −→ C•. Just as
in the proof of Proposition 5.12 it follows by inspecting the generators that H0(q̃•) can be identified with
the quotient map R̃� C. �

Proof of Theorem 5.4. We now consider the minimization N• of the mapping cone of q̃•, whose terms are
computed by Lemma 4.2 via

(90) Ni = Ker(q̃i−1)⊕ Coker(q̃i).

We have that

(91) N0 = 0 and N1 = S ⊕ Coker(q̃1),

where Coker(q̃1) is a free module generated in degree 2 (if non-zero). From the long exact sequence for
the homology of the mapping cone, we obtain that N• has only one non-zero homology group, namely

H1(N•) = Ker
{
H0(q̃•) : H0(F•) −→ H0(C•)

}
= R′ ⊇ R.

It follows that N• is quasi-isomorphic to the minimal free resolution of R′, shifted by 1. Since the sum-
mand S ⊆ N1 maps onto R, the quotient R′/R is generated in degree 2 (if non-zero), and in particular

(92) TorSi (R,k)i+1 = TorSi (R′,k)i+1 for all i ≥ 0.

Since Ker(q̃i) is a free module generated in degree i+1 for i ≥ 1, and Coker(q̃i) is a free module generated
in degree i+ 2 for 1 ≤ i ≤ g − 2, and in degree g + 1 when i = g − 1, we conclude that

(93) TorSi (R′,k)i+1 = TorS0 (Ni+1,k)i+1 = Ker(q̃i)i+1, for all i ≥ 0.

Recall from Proposition 5.9 and (85) that Ci is a direct summand of Ji+1. From Proposition 5.12 and
Corollary 5.13 we recall that the map of complexes q̃• : F• −→ C• is induced by a map of complexes
q• : F• −→ J•+1. It follows that Ker(q̃i) = Ker(qi) and in particular

(94) Ker(q̃i)i+1 = Ker
{

D2i U ⊗
i+1∧

(Symg−2 U)
qi−→ Di+1 U ⊗

i+1∧
(Symg−1 U)

}
,
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where the map qi was defined in Proposition 5.12. Using the commutative diagram

D2i U ⊗ Symg−2−i(Di+1 U)
id⊗ψg−2−i

//

δ2
��

D2i U ⊗
∧i+1(Symg−2 U)

qi
��

Di+1 U ⊗ Symg−1−i(Di+1 U)
id⊗ψg−1−i

// Di+1 U ⊗
∧i+1(Symg−1 U)

from the proof of Corollary 5.13, together with (92), (93) and (94) we obtain

Ki,1

(
T ,OT (1)

)
= TorSi (R,k)i+1 = TorSi (R′,k)i+1 = Ker(qi) = Ker(δ2)

concluding the proof of the theorem. �

5.8. The minimal resolution of R in characteristic different from 2. Throughout this section we as-
sume that char(k) 6= 2, and we analyze more carefully the constructions from the previous sections in
order to prove Theorems 5.1 and 5.3. The main observation is the following.

Lemma 5.14. For i = 1, . . . , g − 2 we have that Coker(q̃i) is isomorphic to W (i+1)
g−2−i ⊗k S(−i− 1).

Proof. Since Fi and Ci are free S-modules generated in degree (i+ 1) for 1 ≤ i ≤ g − 2, and since q̃i is a
homogeneous map, it follows that Coker(q̃i) is a free module generated in degree i + 1. To identify the
minimal generators of Coker(q̃i), we recall that q̃i is induced by the map qi, whose image lands inside
Ci = Ker(pi+1) by Corollary 5.13. It follows that the minimal generators of Coker(q̃i) are described as

Ker(pi+1)

Im(qi)

(89)∼=
Ker(δ1)

Im(δ2)
= W

(i+1)
g−2−i. �

Using this observation, we can now deduce Theorems 5.1 and 5.3. We start with:

Corollary 5.15. We have that R′ = R and Theorem 5.3 holds.

Proof. Recall from the previous section (see (90)) the complex N•+1 giving the minimal free resolution
of R′. Since R ⊆ R′ is the homomorphic image of the summand S of N1 in (91), in order to prove that
R′ = R, it suffices to check that Coker(q̃1) = 0, which by Lemma 5.14 is equivalent to the vanishing
W

(2)
g−3 = 0. It is then enough to prove that the Weyman module W (2) is identically zero, which is equiva-

lent to the fact that the inclusion ∆1 : D2 U ↪→
∧2(D2 U) is an equality. Since dim(D2 U) = 3, the source

and target of ∆1 have both dimension three, proving that ∆1 is indeed an equality.
To verify Theorem 5.3, we note that since R = R′, the complex N•+1 gives the minimal free resolution

of R. It follows that for i = 1, . . . , g − 3 we have

Ki,2(T ,OT ) = TorSi (R,k)i+2 = (Ni+1 ⊗S k)i+2
(90)
= Coker(q̃i+1)⊗S k = W

(i+2)
g−3−i. �

We end this section by verifying Theorem 5.1.

Proof of Theorem 5.1. We first prove that R is Cohen–Macaulay (see also [25, Proposition 6.1] for a differ-
ent proof in characteristic zero). Since dim(R) = dim(T ) + 1 = 3, and dim(S) = g+ 1, it suffices to check
that R has projective dimension (at most) g − 2 as an S-module. Since N•+1 is the minimal resolution
of R, this is equivalent to the fact that Ni = 0 for i ≥ g. We obtain this conclusion using (90), since the
source of q̃i−1 is Fi−1 = 0 for i ≥ g, and the target of q̃i is Ci = 0 for i ≥ g.

To prove that R is Gorenstein of regularity 3, it is then enough to check that

TorSg−2(R,k) = Ng−1 ⊗S k
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is one-dimensional, concentrated in degree g + 1. Since Coker(q̃g−1) = Cg−1
∼= S(−g − 1), it follows

from (90) that it is enough to check that q̃g−2 is injective, or equivalently, that qg−2 is injective. Using the
commutativity of the top square in (89) with i = g − 2, this is further equivalent to the injectivity of

D2(g−2) U
δ2−→ Dg−1 U ⊗Dg−1 U.

Since δ2 is given in this case by the map ∆1 in Lemma 3.1 with a = g − 1, the conclusion follows. �

We record one more consequence of the previous results:

Corollary 5.16. If char(k) 6= 2, the dualizing sheaf ωT is trivial, and H1(T ,OT (d)) = 0 for all d.

Proof. It follows from Theorem 5.1 that Extg−2
S (R,S) = R(g + 1). By sheafification this implies that

Ext g−2
Pg (OT ,OPg) = OT (g + 1). Using ωPg ∼= OPg(−g − 1) and [17, Proposition III.7.5], it follows that the

dualizing sheaf on T is described by

ωT = Ext g−2
Pg (OT , ωPg) = Ext g−2

Pg (OT ,OPg)(−g − 1) = OT ,

as desired. The vanishing H1(T ,OT (d)) = 0 follows from the fact that T is aritmetically Cohen–
Macaulay (combine for instance [8, Propositions A1.11 and A1.16]). �

5.9. The resolution of R in characteristic 2. The goal of this section is to prove that (unlike in the
general case) the resolution of R consists of a single linear strand when char(k) = 2, which is obtained
as a subcomplex of F• as explained below. We identify S = k[z0, . . . , zg], where zi is dual to x(i), and
claim that the 2× 2 minors of the matrix

M =

[
z0 z1 · · · zg−2

z2 z3 · · · zg

]
vanish on T . Since T is irreducible, it is enough to check the vanishing on some affine chart. Choosing
the chart as in (72) and evaluating M on an element f ∈ T we obtain

M(f) = u ·
[

1 t t2 t3 · · · tg−2

t2 t3 t4 t5 · · · tg

]
+ v ·

[
0 t 0 t3 · · · (g − 2) · tg−2

0 t3 0 t5 · · · g · tg
]

for some scalars u, v, t ∈ k. Since the second row of M(f) is obtained from the first by multiplying by
t2, the 2× 2 minors of M(f) vanish on T , as desired. If we reorder the columns of the matrix M as[

z0 z2 · · · z1 z3 · · ·
z2 z4 · · · z3 z5 · · ·

]
then it follows that the 2×2 minors ofM define a rational normal scroll of dimension 2 and degree g−1,
containing T [8, Section A2H]. Since T has the same dimension and degree (see Section 5.4), it must be
equal to the scroll. We conclude that the ideal I is generated by

(
g−1

2

)
quadratic equations, and that the

minimal resolution of R is given by an Eagon–Northcott complex.
To identify this as a subcomplex of F•, we let for i ≥ 1

(95) D2i
odd U =

⊕
1≤t≤i

k · x(2t−1) = {f ∈ D2i : L · f = R · f = 0} ⊆ D2i U.

We define F odd
0 = S and

(96) F odd
i =

(
D2i

odd U ⊗
i+1∧

Symg−2 U
)
⊗ S(−i− 1), for i = 1, . . . , g − 2.
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Since
(

2
1

)
= 0 in k, it follows from (73) that F odd

• determines a subcomplex of F•. Since

rk(F odd
1 ) =

(
g − 1

2

)
= dim(I2)

we get that that F odd
1 surjects onto the quadratic part of the ideal I . Since I is generated in degree 2, we

get that H0(F odd
• ) = R. We can now define D2i

even and F even
• in analogy with (95) and (96), and observe

that F even
• is also a subcomplex of F•: it follows from (73) that the linear part of the differentials ∂F• send

F even
• to itself, so we only need to worry about the quadratic part of ∂F1 ; since F odd

1 already gives the
minimal generators of I , the quadratic part of ∂F1 restricts to 0 on F even

1 , showing that F even
• is indeed a

subcomplex. It follows that F• = F odd
• ⊕ F even

• , and in particular Hi(F
odd
• ) = 0 for i > 0, showing that

F odd
• is the minimal resolution of R.

Remark 5.17. A similar local calculation shows that if 3 ≤ char(k) = p ≤ g, then T is contained in a
rational normal scroll of codimension g − p, defined by the vanishing of the 2× 2 minors of the matrix[

z0 z1 · · · zg−p
zp zp+1 · · · zg

]
.

The (linear) syzygies of the scroll are then going to be contained inside the linear syzygies of T . Since
the Eagon–Northcott resolution of the scroll has length g − p, we conclude that Ki,1(T ,OT (1)) 6= 0 for
1 ≤ i ≤ g − p. In the range 3 ≤ p ≤ g+1

2 this non-vanishing is sharp: indeed, we have that bi,1 = bg−2−i,2
by (56), so the conclusion bi,1 6= 0 if and only if 1 ≤ i ≤ g − p follows from (58).

6. MODULI OF PSEUDO-STABLE CURVES AND GREEN’S CONJECTURE

In this section we explain how Theorem 1.1 implies Green’s Conjecture for general curves of genus g,
that is, Theorem 1.2. The key idea is to consider a moduli space of curves of genus g which contains
among its points the cuspidal curves that are hyperplane sections of the tangential variety T ⊆ Pg. We
fix throughout an algebraically closed field k of characteristic p 6= 2, 3. This assumption excludes the
cases p = 3 and g = 3, 4 from Theorem 1.2, but Green’s Conjecture can be verified directly in these cases
(see also [26] for a proof of Green’s Conjecture in small genera).

Definition 6.1. A pseudo-stable curve C of genus g is a connected curve over k of arithmetic genus g
with only nodes and cusps as singularities such that (i) its dualizing sheaf ωC is ample and (ii) each
irreducible component of arithmetic genus 1 of C intersects the rest of the curve in at least two points.

Schubert [27] constructs the coarse moduli space of pseudo-stable curves of genus g as the Chow
quotient of 3-canonically embedded curves. The construction and geometry ofMps

g is described in [27]
and [19]. In particular, one has a divisorial contraction

π :Mg →M
ps
g ,

which at the level of geometric points replaces each elliptic tail of a stable curve with a cusp. More
precisely, if [C] ∈ Mg is a stable curve having elliptic tails E1, . . . , E` with Ei ∩ (C \ Ei) = {pi}, for
i = 1, . . . , `, then [C ′] := π([C]) is described as follows: if we denote by D the union of the components
of C different from the elliptic tails then the pseudo-stable curve C ′ is birational to D, and there exists a
morphism ν : C → C ′ contracting each tail Ei to a cusp qi ∈ C ′ (see [19, Proposition 3.1] for details).

The following result is implicitly contained in [28].

Proposition 6.2. Pseudo-stable curves of genus g ≥ 3 form a Delige-Mumford stackMps
g over Spec Z

[
1
6

]
.
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Proof. To conclude that the algebraic stack of pseudo-stable curves of genus g is of Deligne-Mumford
type, it suffices to show that a pseudo-stable curve C of genus g ≥ 3 admits no infinitesimal defor-
mations, that is, H0(C,Ω∨C) = 0. We denote by p1, . . . , p` ∈ C the cusps of C, by ν : D → C the
normalization map at the cusps and set qi := ν−1(pi), for i = 1, . . . , `. Using [28, Proposition 2.3], we
have Ω∨C = ν∗

(
Ω∨D(−q1−· · ·−q`)

)
, in particularH0(C,Ω∨C) ∼= H0

(
D,ω∨D(−q1−· · ·−q`)

)
. Condition (ii) in

Definition 6.1 implies that the `-pointed curve [D, q1, . . . , q`] is stable. Since infinitesimal deformations
of [D, p1, . . . , p`] are parametrized by H0

(
D,Ω∨D(−q1 − · · · − q`)

)
this space vanishes and the conclusion

follows. �

Remark 6.3. In characteristic 2 and 3 the stackMps
g is not Deligne-Mumford, for in these cases cuspidal

curves may have infinitesimal automorphisms. Precisely, if C is a pseudo-stable with a cusp at the point
q and ν : D → C the normalization at q, then it is no longer the case that the inclusion Ω∨C,q ⊆

(
ν∗ΩD

)
q

holds, that is, there exist regular vector fields on C that do not extend to a regular vector field on D, as
explained in [28, Example 1].

Assume g ≥ 3 and let M]
g be the open substack of Mps

g classifying irreducible non-hyperelliptic
pseudo-stable curves of genus g. If C is a non-hyperelliptic irreducible pseudo-stable curve, it follows
from [18, Theorem 1.6] that ωC is very ample. We show that the condition Kb g

2
c,1(C,ωC) 6= 0 can be

described as the degeneracy locus of a morphism of vector bundles on M]
g, and in particular that it

is a closed condition. We will then use Theorem 1.1 to produce examples of curves in M]
g for which

Kb g
2
c,1(C,ωC) = 0, and conclude that this vanishing holds generically.

Let MωC be the kernel bundle associated with (C,ωC), as defined in (50) and PC := P(H0(C,ωC)∨) ∼=
Pg−1 and denote by MC the kernel bundle associated with (PC ,OPC

(1)). We recall from (52) that

(97) Ki+1,1(C,ωC) = Ker
{
H0
(
PC ,

i∧
MC(2)

) αC−→ H0
(
C,

i∧
MωC ⊗ ω

2
C

)}
We construct vector bundles A and B onM]

g, whose fibres at [C] ∈M]
g are

(98) A([C]) = H0
(
PC ,

i∧
MC(2)

)
and B([C]) = H0

(
C,

i∧
MωC ⊗ ω

2
C

)
,

and a morphism α : A −→ B whose restriction to the fiber over [C] is the map αC in (97). To construct B,
we start with the following.

Proposition 6.4. If C is an irreducible pseudo-stable curve of genus g, then

H1
(
C,

i∧
MωC ⊗ ω

2
C

)
= 0 for i < g − 1.

Proof. We have that det(MωC ) = ω∨C , which implies that
∧iMωC ⊗ ω2

C
∼=
∧g−1−iM∨ωC

⊗ ωC . Combining
this with Serre duality, it follows that

H1
(
C,

i∧
MωC ⊗ ω

2
C

)
∼= H0

(
C,

g−1−i∧
MωC

)∨
.

Thinking of (52) as a two-step resolution of the kernel bundle, it follows that
∧g−1−iMωC is resolved by

the (g − 1− i)-th exterior power of this resolution, which is the Koszul-type complex
g−1−i∧

H0(C,ωC)⊗OC −→
g−2−i∧

H0(C,ωC)⊗ ωC −→ · · ·
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Using the left exactness of the global sections functor, we get

H0
(
C,

g−1−i∧
MωC

)
= Ker

{g−1−i∧
H0(C,ωC) −→

g−2−i∧
H0(C,ωC)⊗H0(C,ωC)

}
,

which vanishes since g − 1− i > 0 and the Koszul differential is an injection. �

We now let f : C → M]
g denote the universal pseudo-stable curve, we let ωf denote the relative

dualizing sheaf, and define the vector bundleM onM]
g by

(99) M := Ker
(
f∗f∗(ωf )� ωf ),

where the surjectivity follows from the fact that ωC is globally generated for [C] ∈M]
g. We let

B := f∗

( i∧
M⊗ ω2

f

)
.

Using Grauert’s theorem [17, Corollary III.12.9] and Proposition 6.4, we conclude that B is locally free,
and by construction, the fiber B([C]) is given as in (98).

To construct A, we proceed in a way similar to [12]. We begin by observing as in the proof of Propo-
sition 6.4 that

∧iMC(2) is resolved by a Koszul type complex
i∧
H0(PC ,OPC

(1))⊗OPC
(2) −→

i−1∧
H0(PC ,OPC

(1))⊗OPC
(3) −→ · · ·

By taking global sections and using the fact that H0(PC ,OPC
(1)) = H0(C,ωC), it follows that

H0
(
PC ,

i∧
MC(2)

)
= Ker

{ i∧
H0(C,ωC)⊗ Sym2H0(C,ωC) −→

i−1∧
H0(C,ωC)⊗ Sym3H0(C,ωC)

}
We consider the locally free sheafH = f∗(ωf ), whose fiber over [C] is H0(C,ωC), and define A to be the
sheaf resolved by the Koszul-type complex

i∧
H⊗ Sym2H −→

i−1∧
H⊗ Sym3H −→ · · · −→ Symi+2H −→ 0.

Since this is a finite locally free complex which is exact except at the beginning, it follows thatA is locally
free. Moreover, restricting to the fiber over [C] we get that A([C]) is as in (98).

To construct the map α : A −→ B, it is enough by adjunction to define a map f∗A −→
∧iM⊗ ω2

f .
Since f∗ commutes with tensor constructions, it follows that f∗A is resolved by the Koszul-type complex

(100)
i∧

(f∗H)⊗ Sym2(f∗H) −→
i−1∧

(f∗H)⊗ Sym3(f∗H) −→ · · · −→ Symi+2(f∗H) −→ 0.

Moreover, it follows from (99) that
∧iM⊗ ω2

f is resolved by the Koszul-type complex

(101)
i∧

(f∗H)⊗ ω2
f −→

i−1∧
(f∗H)⊗ ω3

f −→ · · · −→ ωi+2
f −→ 0.

The morphism f∗H −→ ωf induces a map between the complexes (100) and (101), which in turn induces
a map between the 0-th homology groups, which is the desired map f∗A −→

∧iM⊗ω2
f . Defining α by

adjunction and restricting to the fiber over [C] we obtain the natural map αC in (97), as desired.
We are now in a position to conclude that Theorem 1.1 implies Green’s Conjecture for generic curves

of genus g in characteristic 0, or characteristic p ≥ g+2
2 .
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Proof of Theorem 1.2. Since char(k) = 0 or char(k) ≥ g+2
2 , it follows from Theorem 1.1 that ifC is a generic

linear section of the tangential variety T then Kb g
2
c,1(C,OC(1)) = 0. Such a curve C is an irreducible,

g-cuspidal rational curve, where the cusps correspond to the intersection of the generic hyperplane
with the rational normal curve. Necessarily, C has maximal gonality bg+3

2 c, therefore C defines a point
[C] ∈M]

g. By adjunction, ωC ∼= ωT (1)|C
∼= OC(1), by Corollary 5.16. We conclude that C is a canonically

embedded pseudo-stable curve, and that Kb g
2
c,1(C,ωC) = 0. If we take i = bg2c − 1 and construct the

vector bundlesA,B and the map α : A −→ B as above, it follows that the map αC is injective, so the same
is true for the map αC′ for a general point [C ′] ∈M]

g. We conclude that the vanishingKb g
2
c,1(C ′, ωC′) = 0

holds for a general curve [C ′] ∈Mg, as desired. �

Remark 6.5. The proof above shows that every g-cuspidal rational curve satisfies Green’s conjecture in
suitable characteristics, regardless of the position of the cusps. Indeed, taking any g distinct points on
the rational normal curve Γ ⊆ Pg defines a rational g-cuspidal hyperplane section of T with the same
syzygies as T , since H1(T ,OT (d)) = 0 for all d ≥ 0 by Corollary 5.16, see [14, Theorem 3.b.7].

Remark 6.6. Using Corollary 5.16 , we observe that the tangent developable T ⊆ Pg can be viewed as a
degenerate K3 surface in the following sense. We denote by Fg the moduli space of quasi-polarized K3
surfaces [X,H], where H ∈ Pic(X) is the polarization class with H2 = 2g−2. Inside Fg, we consider the
unigonal divisorDug

g consisting ofK3 surfaces [X,H], such thatH = gE+Γ, where Γ2 = −2, E2 = 0 and
Γ ·E = 0. The linear system |H| has the rational curve Γ as fixed component and each element of |H| is a
flag curve of the form Γ +E1 + · · ·+Eg, where Ei ∈ |E| are elliptic curves. LetHg be the Hilbert scheme
of quasi-polarizedK3 surfacesX ⊆ Pg with deg(X) = 2g−2. Then [T ] ∈ Hg. We let Fg := Hg//SL(g+1)
be the the corresponding GIT quotient. There is a birational map φ : Fg 99K Fg, which blows down the
unigonal divisor Dun

g to a single point corresponding to the tangential variety T ⊆ Pg.
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