Abstract

The extent to which catastrophic weather events occur strongly depends on global climate conditions such as average sea surface temperatures (SST) or sea level pressures. Some of the factors can be predicted up to a year in advance, and should therefore be taken into account in any reasonable management of weather related risk. In this paper we first set up a risk model that integrates climate factors. Then we show how variance minimizing hedging strategies explicitly depend on the factors’ prediction. Our analysis is based on a detailed study of the predictable representation property on the combined Poisson and Wiener spaces. Using tools of the stochastic calculus of variations we derive a representation formula of the Clark-Ocone type. Finally, we exemplify the theory developed in a case study of US hurricane risk. We derive hedging strategies taking into account that US hurricane activity strongly depends on the SST of the Pacific Ocean.
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Introduction

The intensity with which many weather related events and catastrophes occur is known to be strongly influenced by climate factors. For instance,
the average number of hurricanes observed in the Atlantic basin possesses a very high correlation with climate parameters such as Pacific and Atlantic sea surface temperatures (SST) (see [22]). Rainfall in the African Sahel zone is linked to Atlantic SST. Similarly, there exists a strong connection between precipitation patterns in North and South America and Pacific sea level pressures and SST. Any reasonable assessment of weather and catastrophe risk therefore has to take into account the evolution of correlated climate factors, and will be enhanced by possibly available predictions of their values. Climate variables are usually meant to describe long term trends in the environmental conditions on earth. There is a broad variety of characteristic time scales for climate variables ranging from several years to many millennia. For example, the ENSO SST anomaly is observed every 3-8 years, while glaciation cycles are known to take 20 to 100 millennia. Thinking of their immediate economic relevance, due to the fact that lifetimes of financial contracts or budget planning horizons of insurance companies are of the order of a couple of years, only short scale climate variables should matter in our considerations. And forecast intervals should be of the same short term order of magnitude, from several months to a couple of years (see [31]). By a prediction we understand any forecast with a mean square error that is considerably below the inherent variance of the system.

Climatologists have developed different methods in order to make short term predictions, depending on the factors to be forecasted. For an overview on established prediction methods we refer to the book [31]. One standard method, developed in Penland [26] with particular significance given to the ENSO South Pacific SST anomaly, is based on a low dimensional linear model of the most relevant factors in the framework of random dynamical systems. We follow this approach and therefore use a description of the factor process by a multidimensional linear SDE.

The risk generated by events or even catastrophes based on weather and climate is exogenous from the perspective of usual financial markets. Contracts such as catastrophe bonds or catastrophe (cat) derivatives that are written on non-tradable risk of this type therefore can be seen as instruments of securitization, serving the task of transferring exogenous risk to capital markets, in which illiquidity is another major issue. Dealing with their pricing and hedging mathematically, one faces an archetypical model of an incomplete financial market. Developing techniques for this purpose has long become a major topic in finance and insurance. They are based on utility indifference methods (Davis [11], [12], Becherer [8], Delbaen et. al. [14]), super-replication (El Karoui, Quenez [16]), quantile hedging (Föllmer, Leukert [17], [18]), or risk measures and optimal design of derivatives (Bar-
rieu [5], Barrieu and El Karoui [6], [7]). The problem of hedging a claim written on illiquid assets with a liquid traded proxy, already closer to the setting of this paper, has been studied by several authors. Davis [13], Musiela and Zariphopoulou [24], and Ankirchner, Imkeller and Popier [3] study the HJB equation of the associated optimization problem, discuss numerical and semi-closed form solutions, identify indifference prices in terms of diversification pressure, which depends in a sensitive manner on the correlation between illiquid asset and its liquid proxy, but without using the power of predictions. More recently, Ankirchner, Imkeller and dos Reis [2] follow the BSDE interpretation of the martingale optimality principle to introduce the truly stochastic counterpart of the HJB approach, and describe indifference prices by a system of forward-backward stochastic differential equations (FBSDE).

The main aim of this paper is to include the benefits short term predictions of relevant climate factors can bring to strategies of optimal investment into cat derivatives designed to make climate risk tradable. So the main ingredients of the model to be studied are a risk process that, along with the price dynamics of the financial market to which risk is supposed to be transferred, contain an essential jump component, described as the integral processes of Poisson type random measures. The third important ingredient is given by the prediction process of the relevant climate factors, described by a finite dimensional linear stochastic differential equation. It interacts with the risk process through an explicit functional dependence. The technique we use here to deal with the incompleteness of the market model due to non-hedgeable residual risk (basis risk), usually called variance hedging, looks for those strategies that minimize the mean square distance from the agent’s liability. In practice, it is almost impossible to estimate drift coefficients of asset price processes. We will therefore solve the problem from the perspective of a risk neutral measure, under which the cat derivative’s price process is a martingale. This has the additional advantage that we do not have to discuss variance optimal martingale measures that prove to be very hard to find. The method of mean variance hedging for financial models driven by Lévy noise has been investigated in many papers. We refer to Chapter 10 in [10] for a survey of this issue.

Here is an outline of the paper. We choose an approach of mean variance hedging that is based on the predictable representation property (PRP). In Section 1 we introduce the model and recall how one can derive abstract representations of the optimal variance hedges by means of integral representations of the risk process. In order to make the representations more explicit, in Section 2 we will then study in more detail the PRP on the Pois-
son and Wiener space. We will derive an explicit version of the PRP on the combined Poisson and Wiener spaces, and prove an intrinsic formula of the Clark-Ocone type. With the mathematical tools of the stochastic calculus of variations at hand, in Section 3 we will then proceed to derive explicit formulas for the mean variance hedging strategies. Section 4 is devoted to the example of US hurricane risk, where predictions of pacific SST by linear models are used.

1 The model

Let \((L_t)_{t \geq 0}\) be a risk process that represents the losses or, more generally, determines the financial obligations of an economic agent resulting from catastrophic events. For example \(L_t\) may be the aggregate storm claim amount of an insurer between times 0 and \(t\). Alternatively, \(L\) may measure the total economic losses due to catastrophes. Moreover, one may think of \(L\) as an index that is the underlying of a catastrophe derivative, for example a European call option \((L_T - K)^+\) with maturity \(T > 0\) and strike \(K\). Our aim is to derive dynamic strategies that optimally hedge the risky obligations derived from \(L\). For this we want to take into account the predictions of climate indices, such as Pacific and Atlantic SST temperatures, that are heavily correlated with the development of the risk process \(L\). We will show how the hedging strategies explicitly depend on the climate predictions.

We first specify the prediction model of the climate factors that influence the catastrophe risk process \(L\).

Throughout let \(R\) be a vector climate process. For example \(R\) may be the SST anomaly at points of a grid covering an area of an ocean. In order to reduce the dimension of such a system often a ‘principal components’ analysis (PCA) is used (see [31]). To this end every state is written as a linear combination of orthogonal eigenvectors, the so-called empirical orthogonal functions (EOF). By restricting the system to the eigenvectors with the largest eigenvalues one can often considerably reduce the dimension without losing the basic pattern of the climate process. Note that in this case the process \(R\) consists of the coefficients of a linear combination of EOFs.

We assume that the process \(R\) is an \(m\)-dimensional diffusion. Let us fix an initial time \(t \in [0, T]\), as well as an initial state \(r \in \mathbb{R}^m\) to be taken by our factor process at this time. Then, conditioned on taking the value \(r\) at time \(t\), the factor process is supposed to satisfy the SDE

\[
R_{t}^{s,r} = r + \int_{t}^{s} b(u, R_{u}^{t,r})du + \int_{t}^{s} \gamma(u, R_{u}^{t,r})dW_{u},
\]

(1)
where $W$ is a $d$-dimensional Brownian motion, $s \in [t, \infty)$, $b : \mathbb{R}_+ \times \mathbb{R}^m \to \mathbb{R}^m$ and $\gamma : \mathbb{R}_+ \times \mathbb{R}^m \to \mathbb{R}^{m \times d}$. We will assume that the coefficients satisfy a growth and a Lipschitz condition. More precisely, assume that there exists a constant $C \in \mathbb{R}_+$ such that for all $r, r' \in \mathbb{R}^m$ and $t \in \mathbb{R}_+$

\[
|b(t, r) - b(t, r')| + |\gamma(t, r) - \gamma(t, r')| \leq C(|r - r'|),
\]

\[
|b(t, r)| + |\gamma(t, r)| \leq C(1 + |r|).
\]  

(2)

Condition (2) guarantees that there exists a unique solution of (1). It moreover implies that all moments of $R_{t,r}$ are bounded and satisfy the following estimates: For any $p \geq 2$ there exists a constant $C \in \mathbb{R}$ such that for all $r, r' \in \mathbb{R}^m$ we have

\[
E \left[ \sup_{s \in [t,T]} (1 + |R_{t,r}^s|^p) \right] \leq C(1 + |r|)^p \quad (3)
\]

\[
E \left[ \sup_{s \in [t,T]} |R_{t,r}^s - R_{t,r'}^s|^p \right] \leq C|r - r'|^p \quad (4)
\]

(see f.ex. [21], Thm 3.2, p. 340).

**A fundamental example: The linear prediction model**

Frequently climatologists use linear stochastic models for their predictions (see [26], or Ch.8.7.3 in [31]). Linear models are often able to capture the basic features of climate phenomena, for instance the principal oscillation patterns (POP) (see [26]). For example in [27] the SST in the tropical Indo-Pacific ocean is described as a linear dynamical system disturbed by white noise.

We briefly recall how one can use linear models for short-term climate forecasting. For more details and background information we refer to [26]. Let the dynamics of $R$ satisfy a linear SDE of the form

\[
dR_{s}^{t,r} = BR_{s}^{t,r} ds + \Sigma dW_s,
\]  

(5)

where $B \in \mathbb{R}^{m \times m}$ is the feedback matrix, $\Sigma \in \mathbb{R}^{m \times d}$ the noise amplitude. All the eigenvalues of $B$ are supposed to have negative real parts, which guarantees that $R^{t,r}$ is asymptotically stable.

Let $e^B$ denote the usual matrix exponential. Then the solution of the SDE (5) is given by

\[
R_{s}^{t,r} = e^{B(s-t)} \left( r + \int_{t}^{s} e^{-B(u-t)} \Sigma dW_u \right)
\]
(see f.ex. Thm 8.2.2 in [4]). This implies that \((R_{s}^{t,r})_{s \geq t}\) is a Gaussian process, where \(R_{s}^{t,r}\) has the mean \(m_{s} = e^{B(s-t)}r\). Notice that \(m_{s}\) solves the deterministic version of Equation (5),

\[
dm_{t} = Bm_{t}dt, \quad m_{s} = r.
\]

Moreover, the covariance matrix \(K(s) = E[(R_{s}^{t,r} - m_{s})(R_{s}^{t,r} - m_{s})^{*}]\) satisfies

\[
K(s) = \int_{t}^{s} e^{B(s-u)} \Sigma^{*}(e^{B(s-u)})^{*} du
\]

(see f.ex. Thm 8.2.6 in [4]). As \(s \to \infty\), the covariance \(K(s)\) converges to \(\bar{K} = \int_{0}^{\infty} e^{Bu} \Sigma^{*}(e^{Bu})^{*} du\), which coincides with the covariance matrix of \(R\) with respect to its stationary distribution.

For a given lime lag \(\tau > 0\) observe that

\[
E[(R_{t+r}^{t+s} - m_{\tau+s})(R_{s}^{t,r} - m_{s})^{*}] = e^{B\tau} \int_{0}^{s} e^{B(s-u)} \Sigma^{*}(e^{B(s-u)})^{*} du,
\]

and hence

\[
\lim_{s \to \infty} E[(R_{t+r}^{t+s} - m_{\tau+s})(R_{s}^{t,r} - m_{s})^{*}] = e^{B\tau} \bar{K}.
\]

Let \(0 \leq t_{1} \leq t_{2} \leq \ldots\) be a sequence of times such that \(\lim_{n} t_{n} = \infty\). Then \(\lim_{n} m_{t_{n}} = 0\), and Birkhoff’s ergodic theorem implies that a.s.

\[
\lim_{n} \frac{1}{n} \sum_{i=1}^{n} R_{t_{i}+\tau}^{0,r} (R_{t_{i}}^{0,r})^{*} = e^{B\tau} \bar{K}.
\]

In practice (6) is used as follows to estimate the matrix \(B\). Let \(f(j, t_{i})\), \(i \in \{1, \ldots, N\}\), \(j \in \{1, \ldots, m\}\), be an ensemble of \(N\) observations of \(R\) at uniform time intervals, i.e. \(f(j, t_{i})\) is the SST temperature observed at grid point \(j\) at time \(t_{i}\). Let \(\tau\) be a time lag, with a length of \(l \in \mathbb{N}\) time intervals, and let \(C(\tau) = (c_{jk}^{\tau})\) be the covariance matrix with coefficients

\[
c_{jk}^{\tau} = \frac{1}{N-l} \sum_{i=1}^{N-l} f(j, t_{i}) f(k, t_{i} + \tau).
\]

Then an estimate of \(B\) is given by

\[
\frac{1}{\tau} \log(C(\tau)C(0)^{-1}).
\]

Provided that the system is in state \(r\) at time \(t\), the Maximum Likelihood estimator of \(R\) at time \(s\) is given by \(m_{s} = e^{B(s-t)}r\). The mean square error of this estimator satisfies

\[
E[R_{s}^{t,r} - m_{s}]^{2} = \text{tr}(K(s)) = \sum_{i=1}^{m} K_{ii}(s).
\]

The fraction

\[
\delta(s) = \frac{\text{tr}(K(s))}{\text{tr}(\bar{K})},
\]

is called relative discrepancy in [26], and measures the forecast skill of the estimator.
The financial model

Next we model the aggregate financial losses that an economic agent faces due to natural catastrophes. We will suppose that the dynamics is an integral process with respect to a random measure.

Let \((U, \mathcal{U})\) be a standard Borel space and let \(\nu\) be a \(\sigma\)-finite measure on \(U\). Denote by \(\lambda\) the Lebesgue measure, and let \(\mu\) be a homogeneous Poisson random measure with compensator \(\pi = \lambda \otimes \nu\). By this we mean, in accordance with [19], that \(\mu\) is an integer-valued random measure such that

- for all \(A \in \mathcal{B}(\mathbb{R}_+) \otimes \mathcal{U}\) with \(\pi(A) < \infty\), the random variable \(\mu(\omega; A)\) is Poisson distributed with intensity \(\pi(A)\),
- for all \(A\) and \(B\) \(\in \mathcal{B}(\mathbb{R}_+) \otimes \mathcal{U}\) with \(A \cap B = \emptyset\), the random variables \(\mu(\omega; A)\) and \(\mu(\omega; B)\) are independent.

We denote by \((\mathcal{F}_t)\) the smallest filtration satisfying the usual conditions and containing the filtration generated by \(\mu\) and the Brownian motion \(W\). The predictable \(\sigma\)-algebra on \(\mathbb{R}_+ \times \Omega\) will be denoted by \(\mathcal{P}\). As usual we denote by \(L^2(\mathcal{P} \otimes \pi)\) the set of all measurable processes which are square integrable relative to the product measure \(\mathcal{P} \otimes \pi\). If \(\varphi \in L^2(\mathcal{P} \otimes \pi)\) is \(\mathcal{P} \otimes \mathcal{U}\)-measurable, then we may define the stochastic integral of \(\varphi\) relative to the compensated random measure \((\mu - \pi)\),

\[
(\varphi * (\mu - \pi))_t = \int_0^t \int_U \varphi(s, z) (\mu - \pi)(ds, dz),
\]

as in [19].

Let \(\eta : [0, T] \times U \times \mathbb{R}^m \to \mathbb{R}\) be a measurable mapping, and suppose that the risk process \(L\) evolves according to the equation

\[
L_t = \int_0^t \int_U \eta(s, z, R^0_s, r_s) \mu(ds, dz).
\]  \hspace{1cm} (7)

We need to make assumptions such that for almost all \(\omega\), the integral in (7) is defined. To this end we suppose that there exists a \(p \geq 1\) and a function \(a : U \to \mathbb{R}_+\) with \(\int_U a(z) d\nu(z) < \infty\) such that for all \(s \in [0, T]\), \(z \in U\) and \(r \in \mathbb{R}^m\)

\[
|\eta(s, z, r)| \leq a(z)(1 + |r|^p).
\]  \hspace{1cm} (8)

Condition (8) and the moment estimate (3) yield

\[
E \int_0^T \int_U |\eta(s, z, R^0_s, r)| d\nu(z) ds \leq \left( \int_U a(z) d\nu(z) \right) E \int_0^T (1 + |R^0_s|^p) ds < \infty.
\]
This implies that $E \int_0^T \int_U |\eta(s, z, R^0, r)| \mu(ds, dz) < \infty$ (see f.ex. Theorem 1.8, Chapter II, [19]), and hence, for almost all $\omega$, the integral in (7) is defined and finite for all $t \in [0, T]$.

Throughout we suppose that the financial obligations of the agent are of the form $g(L_T)$, where $g : \mathbb{R} \to \mathbb{R}$ is a measurable mapping. In the remainder we will frequently use the abbreviation $F = g(L_T)$.

One may think of different interpretations of $g$. For example $L_T$ may represent the losses reported to an insurance company, and $g(L_T)$ the losses minus the part that is carried by a reinsurance company. Alternatively, we may interpret $L_t$ as an underlying of a catastrophe derivative. In this case $g(L_T)$ is a European type option with maturity $T$, underlying $L$ and payoff function $g$.

Finally we suppose that there exists an exchange traded and liquid financial security, for example a catastrophe bond, that is highly correlated with the risk process $L$. To simplify the analysis we assume that our agent can borrow money without interest. Moreover we suppose that the price of the security evolves according to the integral equation

$$S_t = S_0 + \int_0^t \rho(s)dW_s + \int_0^t \int_U \sigma(s, z)(\mu - \pi)(ds, dz), \quad (9)$$

where $\rho : \mathbb{R}^d \to \mathbb{R}$ is $\mathcal{P}$-measurable with $E \int_0^T |\rho|^2(s)ds < \infty$, and $\sigma : \mathbb{R} \to \mathbb{R}$ is $\mathcal{P} \otimes \mathcal{U}$-measurable such that $E \int_0^T \int_{\mathbb{R}_0} \sigma^2(s, z)d\nu(z)ds < \infty$. Note that $W$ is the same Brownian motion that also drives the factor process in (1) and $\mu$ is the Poisson random measure that determines the risk process in (7).

Let $\mathcal{A}$ be the set of predictable processes $\vartheta : [0, T] \times \Omega \to \mathbb{R}$ such that $E \int_0^T \vartheta^2(s)(|\rho|^2(s) + \int_U \sigma^2(s, z)d\nu(z))ds < \infty$. The elements of $\mathcal{A}$ will be called strategies. For any $\vartheta \in \mathcal{A}$ we interpret $\vartheta_t$ as the number of units of the risky asset that are held in an investment portfolio at time $t$. Note that for any strategy the stochastic integral $(\vartheta \cdot S)$ with respect to the semimartingale $S$ is defined. Let $x$ be the initial capital, and denote the wealth at time $t \in [0, T]$ by $X^\vartheta_t = x + (\vartheta \cdot S)_t$.

Among all strategies we aim at finding the strategy $\vartheta^* \in \mathcal{A}$ that minimizes the quadratic error between the wealth at maturity $T$ and the pay-off $g(L_T)$, i.e. that satisfies

$$E[(F - X^\vartheta_T)^2] = \min \{E[(F - X^\vartheta_T)^2] : \vartheta \in \mathcal{A}\}.$$  

We will refer to $\vartheta^*$ as the optimal mean variance hedging strategy or simply optimal variance hedge.

We start by deriving an abstract representation of the optimal variance hedge by using the predictable representation property of the Brownian
Let the Cauchy-Schwarz inequality we get

\[ g(L_T) = E(F) + \int_0^T \zeta(s)dW_s + \int_0^T \int_U \psi(s, z) (\mu - \pi)(ds, dz). \quad (10) \]

As shown in the next result, the optimal variance hedge \( \vartheta^* \) has a simple representation in terms of integrands appearing in (10).

**Theorem 1.1.** Let \( g(L_T) \) be square integrable, and \( \zeta \) and \( \psi \) as in (10). Then the optimal variance hedge is given by

\[ \vartheta^*(s) = \frac{\langle \rho(s), \zeta(s) \rangle + \int \sigma(s, z)\psi(s, z) \, d\nu(z)}{|\rho|^2(s) + \int \sigma^2(s, z) \, d\nu(z)}. \]

**Proof.** We first show that \( \vartheta^* \in A \). By using \( (a + b)^2 \leq 2a^2 + 2b^2 \), and the Cauchy-Schwarz inequality we get

\[
E \int_0^T \vartheta^2(s) \left( |\rho|^2(s) + \int \sigma^2(s, z) d\nu(z) \right) ds
\leq E \int_0^T \frac{2\langle \rho(s), \zeta(s) \rangle^2 + 2 \left( \int \sigma(s, z)\psi(s, z) \, d\nu(z) \right)^2}{(|\rho|^2(s) + \int \sigma^2(s, z) \, d\nu(z))^2} \left( |\rho|^2(s) + \int \sigma^2(s, z) \, d\nu(z) \right) ds
\leq 2E \int_0^T |\rho|^2(s)|\zeta|^2(s) \, ds + 2E \int_0^T \int \sigma^2(s, z) \, d\nu(z) \, ds
\leq 2E \int_0^T |\zeta|^2(s) \, ds + 2E \int_0^T \int \psi^2(s, z) \, d\nu(z) \, ds
< \infty.
\]

Recalling the abbreviation \( F = g(L_T) \), and using the predictable representation formula (10), we have for all \( \vartheta \in A \)

\[
E \left( X_T^\vartheta - F \right)^2
= E \left( (X_T^\vartheta - x) - (F - E(F)) \right)^2 + (E(F) - x)^2
= E \left( \int_0^T \vartheta(s)\rho(s) - \zeta(s)dW_s + \int_0^T \int_U \vartheta(s)\sigma(s, z) - \psi(s, z) (\mu - \pi)(dt, dz) \right)^2
+ (E(F) - x)^2
= E \int_0^T \left[ |\vartheta(s)\rho(s) - \zeta(s)|^2 + \int (\vartheta(s)\sigma(s, z) - \psi(s, z))^2 \, d\nu(z) \right] ds + (E(F) - x)^2.
\]

Among all \( \vartheta \in A \) the strategy \( \vartheta^* \) minimizes the square error of

\[ |\vartheta(s)\rho(s) - \zeta(s)|^2 + \int (\vartheta(s)\sigma(s, z) - \psi(s, z))^2 \, d\nu(z), \text{ for } P \otimes \lambda \text{ a.a. } (\omega, s), \]
and hence \( \vartheta^* \) satisfies

\[
E(X_{\vartheta^*}^T - F)^2 = \min \{ E(X_{\vartheta}^T - F)^2 : \vartheta \in A \}.
\]

Our ultimate aim is to find more explicit descriptions of the representing integrands \( \zeta \) and \( \psi \) and thus of the optimal variance hedge. For this purpose we will show in the next section that one can interpret both integrands as variational derivatives. But before, we want to remark that the optimal variance hedge can be seen as a generalisation of the classical Delta hedge. For instance, suppose that the derivative is measurable relative to \( \mu \), that \( \rho = 0 \) and the jump measure \( \nu \) is a Dirac measure. Then the variance hedge, given by \( \vartheta^* = \frac{\psi(s)}{\sigma(s)} \), resembles very much the replicating strategy of the binomial asset pricing model.

2 Representing martingales with Picard’s difference operator

Stochastic calculus with respect to Poisson random measures allows for predictable representation. Any square-integrable martingale adapted to the filtration generated by a Poisson random measure can be written as a stochastic integral of a predictable process \( \varphi \) with respect to the compensated random measure. We begin by recalling that the representing integrand \( \varphi \) can be obtained via an annihilation and creation operation introduced by Picard [28], [29]. This provides a Poisson representation formula corresponding to the 'Clark-Ocone' formula on the Wiener space. We then proceed by combining the representation properties for the Poisson and the Wiener space. We provide an explicit representation formula with respect to filtrations that are generated by a Poisson random measure and the Wiener process.

2.1 The pure jump case

We start by recalling some of the definitions and notation introduced in [28], [29]. First we define the canonical space which we will have to work on if we want to use Picard’s difference operator.

Let \((U, \mathcal{U})\) be a standard Borel space and \( \nu \) a \( \sigma \)-finite measure on \( U \). Let \( \Omega \) be the set of all measures \( \omega \) on \( \mathbb{R}_+ \times U \) with values in \( \mathbb{Z}_+ \cup \{\infty\} \) such that \( \omega(\{(t, u)\}) \leq 1 \) for all \( (t, u) \in \mathbb{R}_+ \times \mathcal{U} \), and \( \omega([0, t] \times B) < \infty \) if \( t \in \mathbb{R}_+ \) and \( \nu(B) < \infty \). \( \Omega \) will be referred to as the canonical Poisson space. Let the canonical random measure be defined by

\[
\mu(\omega; A) = \omega(A), \quad A \in \mathcal{B}(\mathbb{R}_+) \otimes \mathcal{U},
\]

and let \( P \) be a measure on \( \Omega \) such that \( \mu \) is Poisson random measure with compensator \( \pi = \lambda \otimes \nu \). Throughout let \((\mathcal{F}_t)\) be the filtration generated
by $\mu$ and, in this subsection here, denote by $\mathcal{P}$ the associated predictable $\sigma$-algebra on $\Omega \times \mathbb{R}_+$.

For any pair $(t, z) \in \mathbb{R}_+ \otimes U$ we consider two operations on $\Omega$ defined by

\[
\varepsilon^-(t, z) \omega(A) = \omega(A \cap \{(t, z)\}^c), \quad \varepsilon^+(t, z) \omega(A) = \varepsilon^-(t, z) \omega(A) + 1_A(t, z).
\]

For any function $F : \Omega \to \mathbb{R}$ let $\Delta F : \Omega \times \mathbb{R}_+ \otimes U \to \mathbb{R}$ be the mapping defined by

\[
\Delta(t, z) F = F \circ \varepsilon^+(t, z) - F.
\]

We will call $\Delta F$ Picard difference of $F$ (see Def. 1.11 in [29]).

Let $F$ be a bounded random variable with representation $F = E(F) + (\psi * (\mu - \pi))_\infty$, where $\psi \in L^2(\mathcal{P} \otimes \pi)$ is predictable. We claim that for fixed $z \in U$, $\psi(t, z)$ is equal to the predictable projection of $\Delta(t, z) F$. For the convenience of the reader we recall the definition of the predictable projection of a stochastic process.

**Definition 2.1.** (see Theorem 43, Ch. VI, [15]) Let $H : \Omega \times \mathbb{R}_+ \to \mathbb{R}$ be a positive or bounded measurable process. It is known that there exists a unique (up to indistinguishability) $\mathcal{P}$-predictable process $H^\mathcal{P}$, called predictable projection of $H$, such that for any predictable stopping time $\tau$ we have

\[
E[H_\tau 1_{\{\tau < \infty\}} | \mathcal{F}_\tau] = H^\mathcal{P}_\tau 1_{\{\tau < \infty\}} \text{ a.s.}
\]

If $H$ is neither bounded nor positive, but if $|H|$ is indistinguishable from a finite process, then one may define the predictable projection of $H$ by setting $H^\mathcal{P} = (H^+) - (H^-)^\mathcal{P}$ (see Remark 44 (f), Ch. VI, [15]).

The next result guarantees that we may always choose a nice version of the Picard difference $\Delta(t, z) F$.

**Lemma 2.2.** Let $F$ be a bounded or positive random variable. Then $\Delta F : \Omega \times \mathbb{R}_+ \times U \to \mathbb{R}$ is bounded and measurable also; and there exists a $\mathcal{P} \otimes U$ measurable map $\Omega \times \mathbb{R}_+ \times U \to \mathbb{R}$, denoted by $\Delta(t, z) F^\tilde{\mathcal{P}}(\omega)$, such that for all $z \in U$, $\Delta(t, z) F^\tilde{\mathcal{P}}$ is a version of the predictable projection of $\Delta F(t, z)$.

**Proof.** This follows immediately from Proposition 3 in [30].

The next theorem establishes the Picard difference as the variational derivative of a $\mathcal{F}_T$-measurable random variable with respect to Poisson random measures.

**Theorem 2.3.** (Predictable representation property) Let $F$ be bounded and $\mathcal{F}_T$-measurable. Then

\[
F = E(F) + \int_0^T \int_U [\Delta(t, z) F^\tilde{\mathcal{P}} (\mu - \pi)(dt, dz).
\]
In a special case the predictable representation formula (11) is first established in [23] with a proof based on an Ito chaos expansion for Levy processes and a derivative operation defined as a weighted shift of the expansion. It is shown in [1] that (11) holds for arbitrary bounded variables and that it can be proved with very elementary methods.

2.2 The general case

Let $\Omega_1 = C(\mathbb{R}_+, \mathbb{R}^d)$ be the $d$-dimensional Wiener space, $W$ the coordinate process, $(\mathcal{F}_t^W)$ the Wiener filtration, and denote by $P_1$ the Wiener measure. Besides let $\Omega_2$ be the canonical Poisson space with a measure $P_2$ making the canonical random measure $\mu$ a Poisson random measure with compensator $\pi = \lambda \otimes \nu$. We will work on the product space $\Omega = \Omega_1 \times \Omega_2$, endowed with the filtration $(\mathcal{F}_t) = (\mathcal{F}_t^W \otimes \mathcal{F}_t^\mu)$ and the product measure $P = P_1 \otimes P_2$.

Next we briefly recall the definition of the Malliavin derivative operator. Let $C^\infty_p(\mathbb{R}^k)$ be the set of all infinitely continuously differentiable functions $f : \mathbb{R}^k \to \mathbb{R}$ that have derivatives of at most polynomial growth. We denote by $\mathcal{S}_p$ the set of random variables of the form $F = f(\int_0^T h_1dW, \ldots, \int_0^T h_kdW)$, where $k \in \mathbb{N}$, $f \in C^\infty_p(\mathbb{R}^k)$ and $h_i \in L^2([0, T]^d)$ for all $1 \leq i \leq k$. The Malliavin derivative of $F$ is the element in $L^2(\Omega_1 \times [0, T]^d)$ defined by

$$DF = \sum_{i=1}^k h_i \frac{\partial}{\partial x_i} f(\int_0^T h_1dW, \ldots, \int_0^T h_kdW).$$

One can show that the class of random variables $\mathcal{S}_p$ is a dense set in $L^2(\Omega_1)$ and that $D$ is a closable operator (see Ch. 1 in [25]). As usual, we denote by $\mathbb{D}^{1,2}(\Omega_1)$ the closure of $\mathcal{S}_p$ with respect to the norm

$$\|F\|_{1,2} = \left( E(F^2) + E \int_{[0,T]^d} (DF)^2(s_1, \ldots, s_d)ds_1 \ldots ds_n \right)^{1/2}.$$ 

We now address the predictable representation property on the product space $\Omega$. We first show it for products of random variables in $\mathbb{D}^{1,2}(\Omega_1)$ with elements of $L^\infty(\Omega_2)$, i.e. the set of bounded $\mathcal{F}_T^\mu$-measurable functions $\Omega_2 \to \mathbb{R}$.

**Lemma 2.4.** Let $F \in \mathbb{D}^{1,2}(\Omega_1)$ and $G \in L^\infty(\Omega_2)$. Then

$$FG = E(FG) + \int_0^T (G D_s F)^\circ dW_s + \int_0^T \int_U (F \Delta_{s,z} G)^\circ d(\mu - \pi)(s, z).$$
Proof. By the Clark-Ocone formula and Theorem 2.3 we have 
\[ F = E(F) + \int_0^T (D_s F) d W_s \] and 
\[ G = E(G) + \int_0^T \int_0^T [\Delta_{(t,z)} G] (\mu - \pi) (dt, dz). \]
The product formula implies
\[ FG = E(FG) + \int_0^T \left( E(F) + \int_0^s \int_0^t [\Delta_{(r,z)} G] (\mu - \pi) (dr, dz) \right) (D_s F) d W_s \]
\[ + \int_0^T \int_0^T \left( E(G) + \int_0^s (D_r F) d W_r \right) [\Delta_{(s,z)} G] (\mu - \pi) (ds, dz) \]
\[ = E(F) E(G) + \int_0^T (G 1_{[0,T]})^\nu (D_s F) d W_s \]
\[ + \int_0^T \int_0^T (F 1_{[0,T]})^\nu [\Delta_{(s,z)} G] (\mu - \pi) (ds, dz). \]
Since \( F \) and \( G \) are independent, and predictable projections and multiplications can be interchanged we obtain
\[ FG = E(FG) + \int_0^T (G D_s F) d W_s + \int_0^T \int_0^T (F [\Delta_{(s,z)} G] (\mu - \pi) (ds, dz). \]
\[ \square \]

Let \( \hat{L} \) be the set of linear combinations of products \( FG \) where \( F \in \mathbb{D}^{1,2}(\Omega_1) \) and \( G \in L^\infty(\Omega_2) \). We next extend the Malliavin derivative and the Picard difference operator to the product space \( \Omega \) in the following way. For any random variable \( F : \Omega \to \mathbb{R} \), and \( \omega = (\omega_1, \omega_2) \in \Omega \) let \( \Delta_{(t,z)} F(\omega_1, \omega_2) = F(\omega_1, \varepsilon_{(t,z)}^+ \omega_2) - F(\omega_1, \omega_2). \)

For any \( H \in \hat{L} \) let
\[ \| H \| = \left( E(H^2) + E \int_{[0,T]^d} (DH)^2 d \lambda^d \right)^{\frac{1}{2}}, \] (12)
and observe that this norm does not include the \( \Delta H \) term. The reason is that the variational differentiability on the Poisson component of our space does not require additional smoothness beyond square integrability. We denote by \( L \) the set of all random variables \( H \) for which there exists a sequence \( (H^n) \) in \( \hat{L} \) such that \( H^n \) converges to \( H \) in \( L^2(P) \), and the derivatives \( DH^n \) converge to a limit \( X \) in \( L^2(\Omega \times [0,T]^d) \). For any \( H \in L \) we define \( DH = X \) if \( X \) is in \( L^2(\Omega \times [0,T]^d) \).

**Lemma 2.5.** \( D \) is a uniquely defined operator on \( L \).

Proof. Let \( \mathcal{C}_b^\infty(\mathbb{R}^k) \) be the set of all infinitely continuously differentiable functions \( f : \mathbb{R}^k \to \mathbb{R} \) such that \( f \) and all its derivatives are bounded. Let \( \mathcal{S}_b \)
denote the set of random variables of the form $f(\int_0^T h_1 dW, \ldots, \int_0^T h_k dW)$, where $k \geq 1$, $f \in C^\infty_b(\mathbb{R}^k)$ and $h_i \in L^2([0,T]^d)$. Note that $S_0$ is dense in $L^2(\Omega_1)$. Let $(H^n)$ be a sequence in $\hat{L}$ such that $\lim_n E(H^n)^2 = 0$ and $DH^n$ has an $L^2(\Omega \times [0,T]^d)$ limit $X$. We have to show that $X = 0$. To this end we prove for any bounded and adapted $\phi \in L^2(\Omega \times [0,T]^d)$, that $\lim_n E(\int_0^T \phi DH^n d\lambda) = 0$. This implies that $E(\int_0^T \phi X d\lambda) = 0$ for all adapted $\phi \in L^2(\Omega \times [0,T]^d)$, and hence $X = 0$.

Integration by parts (see f.ex. Lemma 1.2.2, [25]) yields

$$E\left(\int_{[0,T]^d} \phi \, DH^n \, d\lambda\right) = E\left(H^n \int_0^T \phi_s dW_s\right).$$

From boundedness of $\phi$, together with the Cauchy-Schwarz inequality we get $\lim_n E\left(H^n \int_0^T \phi_s dW_s\right) = 0$. Hence the result follows.

For any $H \in L$ we define $\|H\|$ as in Equation (12). It is straightforward to show that $(\hat{L}, \| \cdot \|)$ is a Banach space.

**Theorem 2.6.** Let $H \in L$ be $\mathcal{F}_T$-measurable. Then

$$H = E(H) + \int_0^T (DH)\tilde{\rho} dW + \int_0^T \int_U (\Delta_{s,z} H)\tilde{\rho} (\mu - \pi)(ds,dz).$$

**Proof.** Let $H^n$ be a sequence in $\hat{L}$ such that $\lim_n \|H^n - H\| = 0$. By Lemma 2.4 the result is true for every $H^n$. Convergence of each summand implies the statement also for $H$. \hfill \Box

## 3 Making hedging strategies explicit

With the representation property shown in the previous section we are now in a position to refine the optimal variance hedge formulas obtained in Section 1. In the remainder we will always work on the canonical space introduced in Section 2.2. On this space we will consider the model introduced in Section 1. So again let $R^{t,r}$ denote the factor process solving a SDE with coefficients satisfying (1) and (2), let the risk process $L$ satisfy (7), and let $S$ be the price of a correlated risky asset with dynamics (9).

As an immediate corollary of Theorem 2.6 we obtain the following refinement of Theorem 1.1.

**Theorem 3.1.** Let $g(L_T) \in L$. Then the optimal variance hedge satisfies

$$\vartheta^*(s) = \frac{\rho(s)[D_s g(L_T)]^\rho + \int \sigma(s,z) |\Delta_{s,z} g(L_T)]^\rho \, dv(z)}{\rho^2(s) + \int \sigma^2(s,z) \, dv(z)}.$$
In the next two sections we are going to derive explicit representations of the predictable projection of the Picard difference \( \Delta_{(t,z)} g(L_T) \) and the Malliavin derivative \( D_t g(L_T) \). To this end we define for all \( t \in [0, T] \), \( x \in \mathbb{R} \) and \( r \in \mathbb{R} \) the auxiliary function
\[
h(t, x, r) = E \left[ g \left( x + \int_t^T \int_U \eta(s, z, R^{t,r}_s) \mu(ds, dz) \right) \right].
\] (13)

The function \( h \) will be called \textit{value function} since \( h(t, x, r) \) is the expected derivative pay-off conditioned on \( L_t = x \) and the factor process to be in \( r \) at time \( t \). Notice that Condition (8) guarantees that \( h \) is defined and finite, and that the Markov property of \((L, R)\) implies that \( E[g(L_T)|F_t] = h(t, L_t, R_t) \).

Before we can simplify the predictable projections of \( \Delta_{(t,z)} g(L_T) \) and \( D_t g(L_T) \), we first have to show some regularity properties of the value function \( h \). This will indeed take most of our remaining efforts.

We remark that if \( h \) satisfies sufficiently strong smoothness properties, then the optimal quadratic hedge can be determined without using the representation in terms of the Picard difference and the Malliavin trace as provided by Theorem 2.6. More precisely assume that \( h \) is continuously differentiable in \( t \) and twice continuously differentiable in \( r \); and that \( \kappa(t, z) = h(t, L_t- + \eta(t, z, R_t), R_t) - h(t, L_t-, R_t) \) satisfies
\[
\int_0^T \int_U |\kappa(s, z)| d\nu(z) ds < \infty
\]
almost surely. Then one can derive from Ito’s formula that
\[
g(L_T) = E(F) + \int_0^T \frac{\partial h}{\partial r}(s, L_s, R_s) \rho(s, R_s) dW_s + \int_0^T \int_U \kappa(s, z) (\mu - \pi)(ds, dz),
\]
from where one can deduce the optimal variance hedge in a similar way as in Chapter 10.4, [10]. In the following we will not use Ito’s formula and therefore we need only weaker assumptions on \( h \).

3.1 Calculating the Picard difference

In this subsection we are going to derive an explicit representation of the Picard difference \( \Delta_{(t,z)} g(L_T) \).

We first have to show some continuity properties of the value function \( h \). This will be done with the help of (3) and (4), and further moment estimates of the factor process \( R^{t,r} \). Recall that the estimates (3), (4) and the Markov property of the factor process \( R^{t,r} \) imply that for all \( p \geq 2 \) there exists a constant \( C' \) such that for all \( r \in \mathbb{R}^m \) and \( t, t' \in [0, T] \)
\[
E \left[ \sup_{s \in [t\lor t',T]} |R^{t',r}_s - R^{t,r}_s|^p \right] \leq C'(1 + |r|)^p |t - t'|
\] (14)
(for a rigorous proof of this estimate we refer to Lemma 4.5.6 in [20]).

We next give sufficient conditions for the value function \( h \), defined in (13), to be continuous.
Lemma 3.2. Let $g$ be Lipschitz continuous. Then $h$ is Lipschitz continuous in $x$. If in addition there exists a constant $L \in \mathbb{R}_+$ such that for all $s \in [0,T]$, $z \in U$ and $r, r' \in \mathbb{R}^m$ we have

$$\left| \int_U \eta(s, z, r) - \eta(s, z, r') | d\nu(z) \right| \leq L |r - r'|,$$

then $h$ is also Lipschitz continuous in $r$, and continuous in $t$.

Proof. Let $t \in [0,T]$, $x \in \mathbb{R}$ and $r, r' \in \mathbb{R}^m$. Since $g$ is Lipschitz, there exists an $M \in \mathbb{R}_+$ with

$$|h(t, x, r) - h(t, x, r')| \leq ME \left[ \int_t^T \int_U |\eta(s, z, R_s^t, r) - \eta(s, z, R_s^t, r')| \mu(ds, dz) \right].$$

Let $C$ be as in Equation (4) for $p = 2$. Then Condition (15) and Hölder’s inequality imply

$$|h(t, x, r) - h(t, x, r')| \leq ML E \left[ \int_t^T |R_s^t - R_s^t| |ds| \right] \leq ML E \left[ \int_t^T \int_U |\eta(s, z, R_s^t, r) - \eta(s, z, R_s^t, r')| \mu(ds, dz) \right] \leq M m (T - t)^{\frac{1}{2}} \left( E \int_t^T (R_s^t - R_s^t)^2 |ds| \right)^{\frac{1}{2}} \leq M m T C |r - r'|,$$

and hence the Lipschitz continuity in $r$.

Finally let $\delta \neq 0$ such that $t + \delta \in [0,T]$. Let $a : U \rightarrow \mathbb{R}_+$ be as in Condition (8), $m = \int_U a(z) d\nu(z)$, and observe that

$$|h(t + \delta, x, r) - h(t, x, r)| \leq ME \left[ \int_t^{t+\delta} \int_U |\eta(s, z, R_s^{t+\delta, r} - \eta(s, z, R_s^{t, r})| \mu(ds, dz) \right] \leq M E \left[ \int_t^{t+\delta} \int_U |\eta(s, z, R_s^{t+\delta, r} - \eta(s, z, R_s^{t, r})| \mu(ds, dz) \right] \leq M E \left[ \int_0^T |R_s^{t+\delta, r} - R_s^{t, r}| ds + \int_t^{t+\delta} a(z) (1 + |R_s^{t, r}|^p) d\nu(z) ds \right] \leq M (L + m) \left( \int_0^T E |R_s^{t+\delta, r} - R_s^{t, r}| ds + \int_t^{t+\delta} E (1 + |R_s^{t, r}|^p) ds \right).$$

The estimates (3) and (14) further imply

$$|h(t + \delta, x, r) - h(t, x, r)| \leq M (L + m) (C' + C) T (1 + |r|)^p |\delta|,$$

which shows that $h$ is continuous in $t$. \hfill \Box
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Theorem 3.3. Let \( g \) be bounded and Lipschitz continuous, and suppose that \( \eta \) satisfies (15) and (8). Then the predictable projection of the Picard difference \( \Delta_{(t,z)}g(L_T) \) is given by

\[
[\Delta_{(t,z)}g(L_T)]^\mathbb{P} = h(t, L_{t-} + \eta(t, z, R_t), R_t) - h(t, L_{t-}, R_t).
\]

Proof. Let \( \zeta(s) \) and \( \psi(s, z) \) be the predictable processes such that \( F - E(F) = \int_0^T \zeta(s)dW_s + \int_0^T \int_{\mathbb{R}_0} \psi(s, z) (\mu - \pi)(ds, dz) \). Since \( h(\cdot, L, R) \) is a martingale, for all \( t \leq T \) we have \( \psi(s, z) = (\Delta_{(s,z)}h(t, L_t, R_t))^\mathbb{P} \), \( P \otimes \pi \)-a.s. on \( \Omega \times [0, t] \times U \).

Now let for any partition \( \Gamma : 0 = t_0 < t_1 < \ldots < t_n = T \),

\[
Z^\Gamma_{(t,z)} = \sum_{i=1}^n 1_{[t_{i-1}, t_i]}(t) \Delta_{(t,z)}h(t_i, L_{t_i}, R_{t_i}).
\]

It follows that \( \psi(t, z) = \left(Z^\Gamma_{(t,z)}\right)^\mathbb{P} \). Moreover observe that

\[
\Delta_{(t,z)}h(r, L_r, R_r) = h(r, L_r \circ \varepsilon^+_{(t,z)}, R_r) - h(r, L_r, R_r) = 1_{[0,r]}(t) [h(r, L_r + \eta(t, z, R_t), R_r) - h(r, L_r, R_r)],
\]

\( P \otimes \pi \)-a.s. By Lemma 3.2, \( h \) is continuous in \( t, r \), and \( x \), and consequently, for any sequence of partitions \( (\Gamma^n)_n \) of \([0, T]\) with meshsize \( |\Gamma^n| \) tending to 0, the sequence \( (Z^{\Gamma^n})_n \) converges to \( Z_{(t,z)} = h(t, L_t + \eta(t, z, R_t), R_t) - h(t, L_t, R_t) \). For all \( t \in [0, T] \), we have almost surely \( L_t = L_{t-} \), and hence, for every fixed \( z \in U \), the predictable projection of the process \( Z_{(t,z)} \) is given by the left continuous version \( h(t, L_{t-} + \eta(t, z, R_t), R_t) - h(t, L_{t-}, R_t) \). Finally, since \( Z^{\Gamma^n} \) is uniformly bounded, we may interchange predictable projections and limits (see f.ex. p. 104, [15]), which implies

\[
\psi(s, z) = \lim_n \left(Z^{\Gamma^n}_{(t,z)}\right)^\mathbb{P} = \left(\lim_n Z^{\Gamma^n}_{(t,z)}\right)^\mathbb{P} = h(t, L_{t-} + \eta(t, z, R_t), R_t) - h(t, L_{t-}, R_t),
\]

and hence the result. \( \square \)

3.2 Sufficient criteria for the Malliavin differentiability of the derivative

In this section we will give sufficient conditions for \( g(L_T) \) to belong to \( \mathcal{L} \) and we will show how to simplify the predictable projection of the Malliavin derivative \( D_t g(L_T) \).
First we remark that the growth and Lipschitz condition (2) guarantee that the factor process $R^t_r$, defined in (1), is Malliavin differentiable. Moreover, the Malliavin gradient has a representation involving, for $(t,r)$ fixed, the global flow on the space of nonsingular linear operators $\Phi^{t,r}$ on $\mathbb{R}^m$ defined by the equation

$$\Phi^{t,r}_s = I_m + \int_t^s \nabla_r b(u, R^{t,r}_u) \Phi^{t,r}_u du + \int_t^s \nabla_r \gamma(u, R^{t,r}_u) \Phi^{t,r}_u dW_u, \quad s \geq t.$$  

Here $\nabla_r b$ and $\nabla_r \gamma$ describe the gradients of $b$ resp. $\gamma$ existing in the weak sense under (2), $I_m$ the $m \times m$ unit matrix. The Malliavin gradient is then given by the formula (see Nualart [25], p. 126)

$$D_\vartheta R^{t,r}_s = \Phi^{t,r}_s (\Phi^{t,r}_\vartheta)^{-1} \gamma(\vartheta, R^{t,r}_\vartheta), \quad t \leq \vartheta \leq s. \quad (16)$$

**Theorem 3.4.** Let $\eta$ be continuously differentiable in $r$ and suppose that there exists a real $p \geq 1$ and a function $b : U \to \mathbb{R}_+$ with $\int_U (b(z) \vee b^2(z)) d\nu(z) < \infty$ such that for all $s \in [0,T]$, $z \in U$, and $r, r' \in \mathbb{R}^m$ we have

$$|\eta(s, z, r) - \eta(s, z, r')| \leq b(z)|r - r'|. \quad (17)$$

Then $L_t \in \mathcal{L}$ for all $t \in [0,T]$ and

$$D_\vartheta L_t = \int_0^t \int_U \nabla_r \eta(t, z, R^{0,r}_s) D_\vartheta R^{0,r}_s \mu(ds, dz).$$

**Proof.** Let $t \in [0,T]$. First note that the Lipschitz property (17) implies that $\eta(t, z, R^{0,r}_t)$ is Malliavin differentiable (see Proposition 1.2.4 in [25]).

For any partition $\Gamma : 0 = t_0 \leq t_1 \leq \ldots \leq t_n = t$ let

$$A^\Gamma_t = \sum_{i=1}^n \int_{t_{i-1}}^{t_i} \int_U \eta(s, z, R^{0,r}_{t_i}) \mu(\omega; ds, dz).$$

Then it is straightforward to show that $A^\Gamma_t$ belongs to $\mathcal{L}$ and $D_\vartheta A^\Gamma_t = \sum_{i=1}^n \int_{t_{i-1}}^{t_i} \int_U \nabla_r \eta(s, z, R^{0,r}_{t_i}) D_\vartheta R^{0,r}_{t_i} \mu(\omega; ds, dz)$. Moreover, with $m = \int_U (b(z) \vee b^2(z)) d\nu(z)$...
It is known that $\sup_{\vartheta \in [0,T]} E \int_0^T b^2(z) d\nu(z)$, $\int_0^T (D_\vartheta A_t^\Gamma)^2 d\vartheta \leq E \int_0^T \left( \sum_{i=1}^n \int_{t_{i-1}}^{t_i} \int_U b(z) |D_\vartheta R_t^{0,r}| \mu(\omega; ds, dz) \right)^2 d\vartheta \leq E \int_0^T \left( \int_0^t \int_U b(z) \sup_{s \geq \vartheta} |D_\vartheta R_s^{0,r}| \mu(\omega; ds, dz) \right)^2 d\vartheta \leq E \int_0^T 2 \left( \int_0^t \int_U b(z) \sup_{v \geq \vartheta} |D_\vartheta R_v^{0,r}| (\mu - \pi)(ds, dz) \right)^2 d\vartheta + E \int_0^T 2 \left( \int_0^t \int_U b(z) \sup_{v \geq \vartheta} |D_\vartheta R_v^{0,r}| \pi(ds, dz) \right)^2 d\vartheta \leq 2E \int_0^T \int_0^t \int_U b^2(z) \sup_{v \geq \vartheta} |D_\vartheta R_v^{0,r}|^2 d\nu(z) ds d\vartheta + 2E \int_0^T \left( \int_0^t \int_U b(z) \sup_{v \geq \vartheta} |D_\vartheta R_v^{0,r}| d\nu(z) ds \right)^2 d\vartheta \leq 2(mT + m^2 T^2) E \int_0^T \sup_{v \geq \vartheta} |D_\vartheta R_v^{0,r}|^2 d\vartheta.

It is known that $\sup_{\vartheta \in [0,T]} E \sup_{v \geq \vartheta} |D_\vartheta R_v^{0,r}|^2 < \infty$ (see Theorem 2.2.1 in [25]), and hence the collection $(D_\vartheta A_t^\Gamma)$, $\Gamma$ a finite partition of $[0,t]$, is bounded in $L^2(\Omega \times [0,T])$.

Observe that for any partition $\Gamma : 0 = t_0 \leq t_1 \leq \ldots \leq t_n = t$ we have

$$\sum_{i=1}^n 1_{[t_{i-1},t_i]}(s) \nabla_r \eta(s, z, R_{t_i}^{0,r}) D_\vartheta R_{t_i}^{0,r} \leq b(z) \sup_{v \geq \vartheta} |D_\vartheta R_v^{0,r}|. \quad (18)$$

Now let $\Gamma_n$ be a sequence of partitions of $[0,t]$ with mesh sizes converging to 0. It is straightforward to show that the sequence $A_t^{\Gamma_n}$ converges to $L_t$ in $L^2(\Omega)$. Inequality (18), the continuity of $\nabla_r$ in $r$ and an application of the dominated convergence theorem imply that, for almost all $\vartheta$, $\omega$ and $t$, we have $\lim_{n} D_\vartheta A_{t_i}^{\Gamma_n} = \int_0^t \int_U \nabla_r \eta(s, z, R_{t_i}^{0,r}) D_\vartheta R_{t_i}^{0,r} \mu(\omega; ds, dz).$ Since the sequence $(D_\vartheta A_t^{\Gamma_n})$ is bounded in $L^2(\Omega \times [0,T])$, it also converges in $L^2(\Omega \times [0,T])$ and thus, by the very definition, $L_t$ belongs to $\mathcal{L}$ and $D_\vartheta L_t = \int_0^t \int_U \nabla_r \eta(t, z, R_{t_i}^{0,r}) D_\vartheta R_{t_i}^{0,r} \mu(ds, dz).$}

**Corollary 3.5.** If $g$ is Lipschitz continuous and if the assumptions of Theorem 3.4 are satisfied, then $g(L_T)$ belongs to $\mathcal{L}$.

**Proof.** This follows from Proposition 1.2.4 in [25].

\[19\]
We next give sufficient conditions for $h$ to be differentiable in $r$. First we have to impose stronger conditions on the coefficients $b$ and $\gamma$ of the SDE (1). Besides (2) we assume that there exists a constant $C \in \mathbb{R}^+$ such that for all $r, r' \in \mathbb{R}^m$ and $t \in [0, T]$

$$|\nabla_r b(t, r) - \nabla_r b(t, r')| + |\nabla_r \gamma(t, r) - \nabla_r \gamma(t, r')| \leq C(|r - r'|),$$

$$|\nabla_r b(t, r)| + |\nabla_r \gamma(t, r)| \leq C. \quad (19)$$

Condition (19) implies that there exists a version of $R^{t,r}_s$ that is differentiable in $r$, and the derivative $\nabla_r R^{t,r}_s$ is a solution of the SDE

$$\nabla_r R^{t,r}_s = I_m + \int_t^s \nabla_r b(u, R^{t,r}_u) \nabla_r R^{t,r}_u du + \int_t^s \nabla_r \gamma(u, R^{t,r}_u) \nabla_r R^{t,r}_u dW_u, \quad s \in [t, T],$$

(see f.ex [21], Thm3.4, p. 346). Moreover, from standard moments estimates (see f.ex. [21], Thm 3.2, p. 340) it follows that for any $p \geq 2$ there exists a constant $C \in \mathbb{R}$ such that for all $r, r' \in \mathbb{R}^m$ we have

$$E\left[\sup_{s \in [t,T]} (1 + |\nabla_r R^{t,r}_s|^p)^\frac{p}{2}\right] \leq C(1 + |r|)^p \quad (20)$$

$$E\left[\sup_{s \in [t,T]} |\nabla_r R^{t,r}_s - \nabla_r R^{t,r'}_s|^p\right] \leq C|r - r'|^p. \quad (21)$$

It is known that not only the derivatives, but also the difference quotients have bounded moments. In the following lemma we collect some estimates we will need later.

**Lemma 3.6.** Suppose (2) and (19) hold. Let $1 \leq i \leq m$ and denote by $e_i$ the unit vector in $\mathbb{R}^m$ in the direction of the $i$th coordinate. For any $\delta \in \mathbb{R} \setminus \{0\}$ let $\xi^{t,r,\delta} = \frac{1}{\delta}(R^{t,r} - R^{t,r+\delta e_i})$. Then for all $p \geq 2$ there exists a constant $C \in \mathbb{R}^+$ such that for any $\delta \in \mathbb{R} \setminus \{0\}$ and $r, r' \in \mathbb{R}^m$ we have

$$E\left[\sup_{s \in [t,T]} |\xi^{t,r,\delta}|^p\right] \leq C, \quad (22)$$

$$E\left[\sup_{s \in [t,T]} |\xi^{t,r,\delta} - \xi^{t,r',\delta}|^p\right] \leq C|r - r'|^p. \quad (23)$$

**Proof.** See for example [21], Theorem 3.3, p. 342. \qed

The estimates of $R^{t,r}$ and its derivatives allow to show that the auxiliary function $h$ is differentiable in $r$. 20
Lemma 3.7. Suppose (2) and (19) hold. Let $g$ be Lipschitz continuous and differentiable, and assume that $\nabla g$ is Lipschitz continuous also. Suppose that there exists a measurable function $b: U \to \mathbb{R}_+$ with $\int_U (b(z) \vee b^2(z)) d\nu(z) < \infty$ such that for all $s \in [0, T], z \in U$ and $r, r' \in \mathbb{R}$ we have

$$|\eta(s, z, r) - \eta(s, z, r')| \leq b(z)|r - r'| \quad (24)$$
$$|\nabla_r \eta(s, z, r) - \nabla_r \eta(s, z, r')| \leq b(z)|r - r'|. \quad (25)$$

Then $h$ is differentiable in $r$ and

$$\nabla_r h(t, x, r) = E \left[ \nabla g \left( x + \int_t^T \int_U \eta(s, z, R^{t,r}_s) \mu(ds, dz) \right) \right. \times \left. \int_t^T \int_U \nabla_r \eta(s, z, R^{t,r}_s) \nabla_r R^{t,r}_s \mu(ds, dz) \right].$$

Proof. Fix $t$ and $x$, and set $A^r = x + \int_t^T \int_U \eta(s, z, R^{t,r}_s) \mu(ds, dz)$ and $B^r = \int_t^T \int_U \nabla_r \eta(s, z, R^{t,r}_s) \nabla_r R^{t,r}_s \mu(ds, dz)$. Then, the Lipschitz continuity and boundedness of $\nabla g$ imply that there exist constants $C_1, C_2, \ldots$ such that for all $\delta \neq 0$ we have

$$\frac{|h(t, x, r + \delta) - h(t, x, r) - E(\nabla g(A^r)B^r)|}{\delta} \leq E \left| \frac{A^{r+\delta} - A^r}{\delta} \int_0^1 \nabla g(A^r + \vartheta(A^{r+\delta} - A^r)) d\vartheta - \nabla g(A^r)B^r \right|$$
$$\leq E \left| \left( \frac{A^{r+\delta} - A^r}{\delta} - B^r \right) \int_0^1 \nabla g(A^r + \vartheta(A^{r+\delta} - A^r)) d\vartheta \right|$$
$$+ E \left| B^r \int_0^1 \nabla g(A^r + \vartheta(A^{r+\delta} - A^r)) - \nabla g(A^r) \right| d\vartheta$$
$$\leq C_1 \left\{ E \left| \frac{A^{r+\delta} - A^r}{\delta} - B^r \right| + E \left| B^r (A^{r+\delta} - A^r) \right| \right\} \quad (26)$$

We have to show that the two summands in (26) converge to 0 as $\delta \to 0$. We start with the first one. To this end let $\xi^{t,r,\delta} = \frac{1}{\delta} (R^{t,r}_s - R^{t,r+\delta}_s)$ and observe that

$$\frac{\eta(s, z, R^{t,r+\delta}_s) - \eta(t, z, R^{t,r}_s)}{\delta} = \xi^{t,r,\delta} \int_0^1 \nabla_r \eta(s, z, R^{t,r}_s + \vartheta(R^{t,r+\delta}_s - R^{t,r}_s)) d\vartheta.$$
Then

\[
E \left| \frac{A_r^{r+\delta} - A_r^r - B^r}{\delta} \right| = E \left| \int_t^T \int_U \left( \frac{\eta(s,z,R_{s}^{r+\delta}) - \eta(s,z,R_{s}^{r})}{\delta} - \nabla_r \eta(s,z,R_{s}^{r}) \nabla_r R_{s}^{r} \right) \mu(ds,dz) \right|
\]

\[
\leq E \int_t^T \int_U \left| \int_0^1 \left( \nabla_r \eta(s,z,R_{s}^{r+\delta}) - \nabla_r \eta(s,z,R_{s}^{r}) \right) \right| \, d\theta \, \mu(ds,dz)
\]

\[
+ E \int_t^T \int_U \left| \nabla_r R_{s}^{r} \nabla_r \eta(s,z,R_{s}^{r}) \right| \mu(ds,dz)
\]

We show separately that the two summands on the RHS of the preceding inequality converge to 0 as \( \delta \to 0 \). Due to (25), and the estimates (22) and (4), the first summand is bounded by

\[
C_2 E \left[ \int_t^T |\xi_s^{t,r,\delta}| |R_{s}^{r+\delta} - R_{s}^{r}|^2 ds \right]
\]

\[
\leq C_3 \left( E \left[ \int_t^T (\xi_s^{t,r,\delta})^2 ds \right] \right)^{\frac{1}{2}} \left( E \left[ \int_t^T |R_{s}^{r+\delta} - R_{s}^{r}|^2 ds \right] \right)^{\frac{1}{2}}
\]

\[
\leq C_4 |\delta|,
\]

and, since \( |\nabla_r \eta(s,z,r)| \leq b(z) \), the second summand is bounded by

\[
C_5 E \int_t^T \int_U b(z) |\xi_s^{t,r,\delta} - \nabla_r R_{s}^{r}| \, du(z) \, ds
\]

\[
\leq C_6 E \int_t^T |\xi_s^{t,r,\delta} - \nabla_r R_{s}^{r}| \, ds
\]

\[
\leq C_7 |\delta|.
\]

By letting \( \delta \) converge to 0 we obtain that \( \lim_{\delta \to 0} E \left| \frac{A_r^{r+\delta} - A_r^r - B^r}{\delta} \right| = 0 \).

It remains to show that the second summand in (26) vanishes also as \( \delta \to 0 \). Notice that Hölder’s inequality implies

\[
E \left| B^r (A_r^{r+\delta} - A_r^r) \right| \leq (E|B^r|^2)^{\frac{1}{2}} \left( E\left| A_r^{r+\delta} - A_r^r \right|^2 \right)^{\frac{1}{2}}
\]
By (24) we have
\[
E|B^r|^2 \leq 4E \left( \int_t^T \int_U \nabla_r \eta(s, z, R_t^{l,r}) \nabla_r R_t^{l,r} (\mu - \pi)(ds, dz) \right)^2 \\
+ 4E \left( \int_t^T \int_U |\nabla_r \eta(s, z, R_t^{l,r}) \nabla_r R_t^{l,r}|d\nu(z)ds \right)^2 \\
\leq 4E \int_t^T \int_U (\nabla_r \eta(s, z, R_t^{l,r}) \nabla_r R_t^{l,r})^2 d\nu(z)ds \\
+ 4E \left( \int_t^T \int_U b(z)|\nabla_r R_t^{l,r}|d\nu(z)ds \right)^2 \\
\leq 4E \int_t^T \int_U b^2(z)|\nabla_r R_t^{l,r}|^2 d\nu(z)ds + C_8 E \left( \int_t^T |\nabla_r R_t^{l,r}|ds \right)^2 \\
\leq C_9 E \int_t^T |\nabla_r R_t^{l,r}|^2 ds < \infty.
\]
Similarly, with (24) and (4),
\[
E\left|A^{r+\delta} - A^{r}\right|^2 = E \left( \int_t^T \int_U \eta(s, z, R_t^{l,r+\delta}) - \eta(s, z, R_t^{l,r})\mu(ds, dz) \right)^2 \\
\leq E \int_t^T \int_U \left( \eta(s, z, R_t^{l,r+\delta}) - \eta(s, z, R_t^{l,r}) \right)^2 d\nu(z)ds \\
+ E \left( \int_t^T \int_U \eta(s, z, R_t^{l,r+\delta}) - \eta(s, z, R_t^{l,r})d\nu(z)ds \right)^2 \\
\leq E \int_t^T \int_U b^2(z)|R_t^{l,r+\delta} - R_t^{l,r}|^2 d\nu(z)ds \\
+ E \left( \int_t^T \int_U b(z)|R_t^{l,r+\delta} - R_t^{l,r}|d\nu(z)ds \right)^2 \\
\leq C_{10} E \int_t^T |R_t^{l,r+\delta} - R_t^{l,r}|^2 ds \\
\leq C_{11}|\delta|,
\]
which implies that \( \lim_{\delta \to 0} E|B^r(A^{r+\delta} - A^r)| = 0. \)

**Theorem 3.8.** Let the assumptions of Lemma 3.7 be fulfilled. Then the predictable projection of \( D_tg(L_T) \) satisfies \( [D_tg(L_T)]^\varphi = \nabla_r h(t, L_t, R_{0,r}) \gamma(t, R_{0,r}). \)

**Proof.** Let \( 0 \leq u < T \). It follows from Lemma 1.9 in [25] and the chain rule that for \( P \otimes \lambda \)-a.a. \( \omega, s \)
\[
1_{[0,u]}(s)E[D_s g(L_T) | F_u] = D_s(E[g(L_T) | F_u]) = D_s(h(u, L_u, R_{0,r}^{l,r})) \\
= \nabla_r h(u, L_u, R_{0,r}^{l,r}) D_s R_{0,r}^{l,r}. \quad (27)
\]
For any partition $\Gamma : 0 = t_0 < t_1 < t_n \ldots < t_n < T$ let
\[
X^\Gamma_s = \sum_{i=1}^n 1_{[t_{i-1}, t_i]}(s) E[D_s g(L_T) | \mathcal{F}_{t_i}].
\]
The optional projection of $D_s g(L_T)$ coincides with the optional projection of $X^\Gamma$. Note that (27) and (16) yield $\lim_{|\Gamma| \to 0} X^\Gamma_s = \nabla_r h(s, L_s, R^0_s) \gamma(s, R^0_s)$. Since $\nabla_r h$ is continuous, we obtain the predictable projection of $D_s g(L_T)$ by taking left limits. □

4 Case study: Hedging US hurricane risk by predicting Pacific sea surface temperatures

We aim at applying the results to hedging of risk due to hurricanes in the Atlantic basin that landfall in the US. Many environmental factors are correlated with the hurricane activity in the Atlantic (see [22]). For example, it is known since long that the sea surface temperature (SST) in the tropical Pacific ocean considerably influences the number of hurricanes that develop in the Atlantic basin every year in the period between June and November. A rough statistical analysis shows that the number of hurricanes is approximately Poisson distributed with an intensity depending on the average Pacific SST during the hurricane season (see [9]). A Poisson regression, the results of which will be shown in a forthcoming paper, seems to reveal that this dependence is linear.

Consider a grid of $N$ points covering the Pacific ocean. Let $e_1, \ldots, e_N \in \mathbb{R}^N$ be the EOFs of the Pacific SST anomaly field. At any time the SST anomaly grid can be decomposed into a linear combination $\sum_{i=1}^N r_i e_i$. Now let $e_1, \ldots, e_m$ be the EOFs of the $m \ll N$ largest eigenvalues, so that $\sum_{i=1}^m r_i e_i$ is a good approximation of the SST. Let $K \subset \{1, \ldots, N\}$ be the set containing the grid points in the tropical Pacific ocean. Let $\bar{e}_i = \frac{1}{|K|} \sum_{j \in K} e^j_i$, where $e^j_i$ denotes the $j$th component of eigenvector $e_i$. Then the average tropical SST anomaly is given by $\bar{r} = \langle r, \bar{e} \rangle = \sum_{i=1}^m r_i \bar{e}_i$.

Let $R_t$ denote the vector of the $m$ first coefficients of the EOF linear combination describing the SST anomaly grid at time $t$, and assume that the process $R_t$ solves the linear SDE (5). We assume that the Atlantic hurricanes occur with an intensity at time $t$
\[
\lambda_t = \alpha + \beta R_t,
\]
for some real constants $\alpha$ and $\beta$. Thus the number of hurricanes occurring during a season is a non homogeneous Poisson process $(N_t)_{0 \leq t \leq T}$, with intensity $\lambda_t$ and with $T$ being the end of a hurricane season.
We consider an economic agent facing losses that by time $t$ amount to $L_t = \sum_{k=1}^{N_t} Y_k$, where $Y_k$ are i.i.d. distributed random variables. Suppose that there exists a liquid security with price $(S_t)$, and assume that the joint jump size distribution of $L$ and the price $S$ has a density $j(x,y)$ independent of $k$, i.e. for any $t \geq 0$, and for all $A \in \mathcal{B}(\mathbb{R}_+)$, $B \in \mathcal{B}(\mathbb{R})$ we have

$$P(\Delta L_t \in A, \Delta S_t \in B | \Delta N_t \neq 0) = \int_A \int_B j(x,y) dx dy.$$ 

In the remainder we always assume that the jump distribution satisfies the integrability condition $\int_0^\infty \int_{\mathbb{R}} ([x] + y^2 + |xy|) j(x,y) dx dy < \infty$.

Note that the process $L_t$ is an inhomogeneous compound Poisson process. Nevertheless, we can write $L_t$ as an integral with respect to a homogeneous Poisson random measure on the product space $U = \mathbb{R}_+ \times \mathbb{R} \times \mathbb{R}$. For this purpose let $\nu(dx,dy,dz) = j(x,y) dx dy dz$, and $\mu$ a Poisson random measure with compensator $\pi = \lambda \otimes \nu$. We put $\eta(x,y,z,r) = x 1_{[0,\alpha+\beta|\xi|]}(z)$. Then the aggregate losses of our agent may be rewritten as

$$L_t = \int_0^t \int_U \eta(x,y,z,R_s) \mu(ds,dx,dy,dz) = \int_0^t \int_U x 1_{[0,\alpha+\beta R_s]}(z) \mu(ds,dx,dy,dz)$$

First note that Condition (15) is satisfied, since with $M := \int_0^\infty \int_{\mathbb{R}} |x| j(x,y) dx dy$

$$\int_U |\eta(x,y,z,r) - \eta(x,y,z,r')| dz \leq M \beta |\bar{r} - r'| = M \beta \|r - r', \bar{e}\| \leq M \beta |\bar{e}| |r - r'|.$$

We suppose that the security price evolves according to (9). In addition we assume that $\sigma(s,x,y,z) = y 1_{[0,\alpha+\beta|\xi|]}(z)$, which implies the price of the security to jump whenever $L$ jumps.

By Theorem 1.1 the optimal variance hedge of the losses $L_T$ is a function of $\zeta$ and $\psi$ appearing in the integral representation

$$L_T = E(L_T) + \int_0^T \zeta(s) dW_s + \int_0^T \int_U \psi(s,z)(\mu - \pi)(ds,dz).$$

Note that Theorem 3.3 implies that $\psi(t,x,y,z) = \eta(x,y,z,R_t^{0,r})$. This, together with Theorem 1.1, yields the following proposition in case the white noise of the security is independent of the noise driving the SST anomaly process $R$, i.e. $\Sigma \rho^{tr} (t) = 0$.

**Proposition 4.1.** If $\Sigma \rho^{tr}(t) = 0$, then the optimal variance hedge satisfies

$$\vartheta^* (t) = \frac{\int_U xy 1_{[0,\alpha+\beta R_t^{0,r}]}(z) \nu(dx,dy,dz)}{|\rho|^2(t) + \int_U y^2 1_{[0,\alpha+\beta R_t^{0,r}]}(z) \nu(dx,dy,dz)}$$

$$= \frac{(\alpha + \beta \hat{R}_t^{0,r}) \int_{\mathbb{R}_+ \times \mathbb{R}} xy j(x,y) dx dy}{|\rho|^2(t) + (\alpha + \beta \hat{R}_t^{0,r}) \int_{\mathbb{R}_+ \times \mathbb{R}} y^2 j(y,x) dx dy}.$$
The proposition shows that if $\Sigma \rho^{tr}(t) = 0$, then the more has to be invested in the security the higher the SST and hence the higher the intensity of occurring losses.

In order to obtain the optimal variance hedge in the case where $\Sigma \rho^{tr}(t)$ does not vanish, we first compute explicitly the integrand $\zeta$.

**Lemma 4.2.** We have $\zeta(s) = \nabla_r h(t, L_{t-}, R^0_{t^+})x$ on the set where $\inf_{0 \leq t \leq T} \bar{R}^{0, r}_{t^+} \geq -\frac{a}{\beta}$.

*Proof.* We prove the result by approximating $\eta$ with functions that satisfy the assumptions of Lemma 3.7 and Theorem 3.8. Note that Theorem 3.8 requires $\nu(U) < \infty$. By standard stopping arguments we may assume that $R^{0, r}$ is bounded from above by a constant $C \in \mathbb{R}_+$ and hence we may replace $U$ by $[0, C] \times \mathbb{R} \times \mathbb{R}$ which has finite measure relative to $\nu$.

Let $\Phi : \mathbb{R} \rightarrow [0, 1]$ be a twice continuously differentiable function such that $\Phi(x) = 0$ for all $x \geq 1$, $\Phi(x) = 1$ for all $x \leq 0$, and $\Phi(0) = \Phi(1) = 0$. Define

$$\eta^n(z, r) = \Phi(n[z - \alpha - \beta r]),$$

and observe that $\lim_n \eta^n(t, r) = \eta(t, r)$ for all $t \in [0, T]$ and $r \in \mathbb{R}^m$. Let $\kappa^n(r) = \int_U \eta^n(z, r)dz$ for all $r \in \mathbb{R}^m$. Since $\nu(U) < \infty$, dominated convergence implies that $\kappa^n(r)$ converges to $\kappa(r) = \int_0^\infty \eta(r, z)dz = (\alpha + \beta r) \vee 0$ as $n \rightarrow \infty$.

The functions $\eta^n$ and their derivatives $\nabla_r \eta^n$ are Lipschitz continuous, and the assumptions (24) and (25) are satisfied. It follows that $h^n(t, x, r) = x + E \int_t^T \int_U \eta^n(z, R^r_s) \mu(ds, dz)$ is differentiable with

$$\nabla_r h^n(t, x, r) = E \int_t^T \nabla R^r_s \nabla_r \kappa^n(R^r_s)ds.$$ 

Now let $L^n_T = \int_0^T \int_U \eta^n(z, R^r_s) \mu(ds, dz)$, and notice that $L^n_T$ converges to $L_T$ in $L^2(\Omega)$. By Theorem 3.8 and the Ito Isometry the processes $\nabla_r h^n(t, L_{t-}, R^0_{t^+})x$ converge to $\zeta(s)$ in $L^2(\Omega \times [0, T])$. On the set $\{r : \bar{r} > -\frac{a}{\beta}\}$ we have $\nabla_r \kappa^n \rightarrow \nabla_r \kappa$ pointwise, whence the result. $\square$

The lemma immediately yields:

**Proposition 4.3.** The optimal variance hedge satisfies

$$\vartheta^*(t) = \frac{\nabla_r h(t, L_{t-}, R^0_{t^+})x + (\alpha + \beta \bar{R}^0_{t^+}) \int_{\mathbb{R}_+ \times \mathbb{R}} xy j(x, y)dx dy}{|\rho|^2(t) + (\alpha + \beta \bar{R}^0_{t^+}) \int_{\mathbb{R}_+ \times \mathbb{R}} y^2 j(y, x)dx dy}.$$ 

on the set where $\inf_{0 \leq t \leq T} \bar{R}^{0, r}_{t^+} \geq -\frac{a}{\beta}$.
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