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8.1 (4 points) Let (X3, F;,t > 0) be a continuous martingale and H a “sim-
ple” stochastic process, i.e.

n—1
Hy(w) =Y Igut)-Hw)  (t>0)
i=0
with fixed points 0 = ¢y < t; < --- < ¢, < oo and bounded F;-

measurable random variables H'. We define the stochastic integral of
H with respect to X as

t n
/ HdX, =Y H™ ' (Xyn—Xi i) (E20).

0 i=1
Prove that the stochastic integral is a continuous martingale.

8.2 (343 points) Let (X¢):>0 be a local martingale with a localizing sequence
of stopping times (7, )nen. Show that:

a) If sup,5o|X;| € L', then (X;) is a martingale, and there exists an
Xo € L' such that

KXo = tlim X P-a.s. and in L'.

b) If the set {Xiar, |7 € N} is uniformly integrable for all £ > 0 (or if
for some p > 1 sup,en E[|Xiar, [P] < 0o for all t > 0) then (X;) is
a martingale (with X; € L? for all ¢ > 0) respectively.



8.3 (5 points) Let (B;):>o be a standard Brownian motion and for a > 0 let
Ta::inf{t20|Xt2a}.

Let further A : 0,
process with A(0) =
as

1] — [0,00] be a continuous and strictly increasing
0 and A(1) = 4o00. Show that the process Y defined

Y, == Xt (0<t<1)

is a local but not a “real” martingale with respect to the transformed
filtration (fA(t))tZO-

8.4 (3+2 points)

a) Let M be a continuous square integrable martingale with indepen-
dent increments. Show that (M) is deterministic, i.e. there exists a
function f on R, such that (M), = f(t) P-a.s..

b) If M is a continuous martingale and a Gaussian process, prove that
(M) is deterministic.

The problems 8.1 -8.4 should be solved at home and delivered at Wednesday,
the 11th June, before the beginning of the tutorial.



