
GROMOV-WITTEN THEORY, WINTERSEMESTER 2022�2023, HU BERLIN

CHRIS WENDL

This is not a set of lecture notes, but merely a brief summary of the contents of each lecture,
with reading suggestions and a compendium of exercises. The suggested reading will usually not
correspond precisely to what was covered in the lectures, but there will often be a heavy overlap.

1. Week 1

Lecture 1 (18.10.2022): Rough sketch of the Gromov-Witten invariants. This lecture
was meant as a rough overview of the subject this course is about, so it contained very few precise
de�nitions and no complete proofs.

 Counting lines through two points in C2 and CP2

 H2pCPnq � Z generated by rLs P H2pCPnq for any line L � CPn

 De�nition: a rational curve of degree d P N in CPn is an equivalence class rf s of
holomorphic maps f : CP1 Ñ CPn with rf s :� f�rCP1s � drLs P H2pCPnq, where f � g
if and only if f � g � φ for some holomorphic di�eomorphism (i.e. biholomorphic map)
φ : CP1 Ñ CP1.

 Statement of Kontsevich's recursion formula for the number Nd of rational curves of degree
d in CP2 through 3d� 1 generic points

 De�nition of the moduli space Mg,mpM,Aq of holomorphic curves u : ΣÑM of genus g in
a complex manifold M , homologous to A P H2pMq, with m marked points ζ1, . . . , ζm P Σ,
quotiented by reparametrizations

 Use of the evaluation map

ev � pev1, . . . , evmq : Mg,mpM,Aq ÑM�m : ru, pζ1, . . . , ζmqs ÞÑ pupζ1q, . . . , upζmqq

to de�ne Nd as a count of ev�1pp1, . . . , pmq for M :� CP2, A :� drLs, m :� 3d � 1 and
generic tuples pp1, . . . , pmq PM�m.

 The almost complex structures J : TM Ñ TM on a complex manifoldM and j : TΣÑ TΣ
on a Riemann surface Σ (= �complex 1-dimensional manifold�)

 u : Σ Ñ M is holomorphic ô Tu � j � J � Tu ô Bsu � JBtu � 0 in local holomorphic
coordinates s� it on regions in Σ (cf. Exercise 1.1)

 Brief sketch (to be discussed in detail later) of the local identi�cation of Mg,mpM,Aq with
B̄�1
J p0q for a smooth nonlinear Fredholm section B̄J : B Ñ E of a Banach space bundle
E Ñ B

 Riemann-Roch formula (to be discussed later) ñ linearization of B̄J at a zero has complex
Fredholm index pn� 3qp1� gq � xc1pTMq, Ay �m P Z

 Convenient �ctions:
(1) The linearization of B̄J is always surjective (so implicit function theorem then implies

Mg,mpM,Aq is a smooth manifold of complex dimension pn�3qp1�gq�xc1pTMq, Ay�
m

(2) Mg,mpM,Aq is compact
1
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One can then naively de�ne Gromov-Witten invariants as multilinear maps GWg,m,A :
H�pMq�m Ñ Q by

(1.1) GWg,m,Apα1, . . . , αmq :� #ev�1pᾱ1 � . . .� ᾱmq �
»
Mg,mpM,Aq

ev�1 α1 ^ . . . ev�m αm.

Here ᾱj � M for each j � 1, . . . ,m is any closed oriented submanifold representing the
homology class Poincaré dual to αj ,1 chosen generically so that ev is transverse to ᾱ1�. . .�
ᾱm �M�m, and the di�erential forms in the integral are arbitrary choices of closed forms
representing the cohomology classes αj P H�pMq. The two expressions are equivalent due
to Poincaré duality, and they make sense if and only if the dimensional condition

m̧

j�1

|αj | � dimR Mm,gpM,Aq � 2pn� 3qp1� gq � 2xc1pTMq, Ay � 2m

is satis�ed; if it isn't, we set GWg,m,Apα1, . . . , αmq :� 0.
 Interpretation of (1.1): GWg,m,Apα1, . . . , αmq is the algebraic count of holomorphic curves
u : Σ Ñ M of genus g with marked points ζ1, . . . , ζm P Σ satisfying the constraints
upζjq P ᾱj for j � 1, . . . ,m. In practice, (1.1) is di�cult to de�ne rigorously because
Mg,mpM,Aq is hardly ever actually a compact smooth manifold of the correct dimension,
but mathematical de�nitions of GWg,m,Apα1, . . . , αmq typically view it as some general-
ization of a homological intersection number. According to Witten [Wit88b], on the other
hand, the integral in (1.1) is also the result of computing a Feynman path integral via
stationary phase approximation in a certain kind of quantum �eld theory known as a
topological nonlinear sigma-model. Maybe someday I'll understand what that means.

Lecture 2 (19.10.2022): Why symplectic manifolds? This was a continuation of the rough
overview from Lecture 1, intended mainly to explain why Gromov-Witten theory gives invariants
of symplectic rather than complex or almost complex manifolds.

 Convenient �ction 1: B̄J&0 (transverse to the zero-section), which is equivalent to the
condition on surjectivity of the linearization mentioned last time. This could be arranged
if su�ciently generic perturbations of the Fredholm section B̄Jpuq :� du� J � du � j were
allowed. On complex manifolds this cannot be done, because J is �xed, but sometimes it
is good enough to generically perturb J in the space

J pMq :�  
J P ΓpEndpTMqq �� J2 � �1(

of smooth almost complex structures. This makes pM,Jq an almost complex manifold, but
we can no longer assume it admits a complex atlas (i.e. that J is integrable). Holomorphic
curves in pM,Jq are then called J-holomorphic or pseudoholomorphic.

 Convenient �ction 2: Mg,mpM,Aq is compact... typically it is not (see Exercise 1.5),
though occasionally it is (Exercise 1.4). We will �nd that under the right set of assumptions,
Mg,mpM,Aq always admits a natural compacti�cation that is not too hard to describe.

 Useful ingredient for compactness arguments: there is a notion of energy Epuq P R for
holomorphic curves u : ΣÑM such that
(1) Epuq ¥ 0, with equality if and only if u is constant;
(2) There is an upper bound Epuq ¤ C for all u P Mg,mpM,Aq, with C depending only

on the homology class A P H2pMq.
1Such submanifolds do not always exist, but by a theorem of Thom [Tho54], they do always exist after multiplying

αj by some natural number; this su�ces for our purposes since the invariants we are trying to de�ne have rational
values, not necessarily integers. (The real reason for them to have rational values has to do with symmetries that
we will talk about later.)
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 De�nition: ω P Ω2pMq tames J P J pMq if ωpX, JXq ¡ 0 for all X � 0 P TM . Under this
condition,

Epuq :�
»
Σ

u�ω

satis�es property (1) above. If dω � 0 then it also satis�es property (2). This makes ω a
symplectic form and pM,ωq a symplectic manifold.

 De�nition: a symplectomorphism φ : pM0, ω0q Ñ pM1, ω1q is a di�eomorphism φ :
M0 ÑM1 with φ�ω1 � ω0. We say pM0, ω0q and pM1, ω1q are symplectically deforma-
tion equivalent if there is a di�eomorphism φ : M0 Ñ M1 such that ω0 and φ�ω1 are
homotopic through a smooth 1-parameter family of symplectic forms.

 Main �theorem� of the course (though we will prove a slightly less general version): on any
symplectic manifold pM,ωq, the maps GWg,m,A : H�pMq�m Ñ Q de�ned by counting J-
holomorphic curves for a generic choice of tame J P J pMq are independent of this choice,
and depend only on the symplectic deformation class of ω.

 Some early history:
(1) 19th century: origins of enumerative algebraic geometry
(2) 1982: Witten's paper Supersymmetry and Morse theory [Wit82] helped popularize

what is now calledMorse homology, which presents the singular homology of a smooth
manifold via a chain complex generated by critical points of a Morse function (this
later inspired Floer homology, see [AD14, Sch93]). It also was the �rst instance of
Witten's distinctive paradigm in which topological invariants are interpreted as man-
ifestations of supersymmetric quantum mechanics.

(3) 1983: Donaldson de�ned invariants of smooth 4-manifolds (see [DK90]), proving many
breakthrough results on the distinction between smooth and continuous topology in
dimension four. This was the �rst example of using the topology of a moduli space
of solutions to a nonlinear elliptic PDE (in this case one from gauge theory) to de�ne
invariants of the geometric setting in which the PDE lives. The Gromov-Witten
invariants follow the same idea, but with a di�erent elliptic PDE in a di�erent setting.

(4) 1985: Gromov's paper Pseudoholomorphic curves in symplectic manifolds [Gro85]
demonstrated that for almost complex structures J tamed by a symplectic form,
the moduli space of J-holomorphic curves encodes deep invariants of the symplectic
structure. This paper proved the famous nonsqueezing theorem and initiated the
modern �eld of symplectic topology.

(5) 1987�88: Inspired in part by Witten's Morse theory paper, Floer produced two
versions of in�nite-dimensional Morse homology, now known as instanton homology

[Flo88b] (a 3-dimensional analogue of Donaldson's gauge-theoretic 4-manifold invari-
ants) and Hamiltonian Floer homology [Flo88a] (a symplectic invariant based on a
variant of Gromov's J-holomorphic curves)

(6) 1988: Witten's papers Topological quantum �eld theory [Wit88a] and Topological
sigma models [Wit88b] did for Floer's homological version of Donaldson's gauge-
theoretic invariants and Gromov's holomorphic curve theory respectively what Wit-
ten's 1982 paper had done for classical Morse theory, giving them new interpretations
as by-products of supersymmetric quantum �eld theories. The paper on sigma models
contained the �rst sketches of what were later called the Gromov-Witten invariants.

(7) 1993�94: Mathematically rigorous de�nitions of the Gromov-Witten invariants ap-
peared in parallel work of McDu�-Salamon [MS94] and Ruan-Tian [RT95, RT97].
These de�nitions were valid for symplectic manifolds satisfying a technical condition
(�semipositivity�) that is always satis�ed up to dimension six, but not always in higher
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dimensions. The e�ort to remove such conditions and de�ne GW for arbitrary sym-
plectic manifolds was a longer story that saw some progress later in the 90's and
beyond, but remains a slightly controversial topic today.

(8) 1994: Kontsevich and Manin [KM94] wrote down a set of axioms satis�ed by the
Gromov-Witten invariants (in the spirit of the Eilenberg-Steenrod axioms for homol-
ogy theories), from which impressive computations such as the Kontsevich recursion
formula can be deduced without needing to know how the invariants are constructed.

Gromov-Witten theory remains an active �eld of research today in both symplectic and
algebraic geometry.

 Some basics on symplectic manifolds:
� Statement of Darboux's theorem (�there are no local symplectic invariants�)�we will
prove it next week.

� Hamiltonian vector �elds: SymppM,ωq is a very large group
� Symplectomorphisms are volume preserving; do they also have special properties that
volume-preserving maps do not?

 Gromov's nonqueezing theorem, and how it follows from the computation GW0,1,Apαq � 0
for A � rS2 � tconstus P H2pS2 � T2n�2q and α P H2npS2 � T2n�2q Poincaré dual to a
point.

Suggested reading. Nothing covered this week was intended to be essential to the remainder
of the course, since it was only an overview. An account similar (but not identical) to the proof
I sketched in class of Gromov's nonsqueezing theorem can be found in [Wena, �5.1]; it di�ers in
that instead of citing a computation GW0,1,Apαq � 0 as a black box, it more directly proves the
existence of the required J-holomorphic curve (which is also the main step in that computation).
This uses results and methods that we will cover in detail later in the course.

In the mean time, if you'd like to shore up your knowledge of basic symplectic geometry, the
�rst few chapters of [MS17] are helpful, or alternatively, [CdS01]. One particular topic we plan to
discuss in the Übung next week is the standard symplectic form on CPn; you will �nd a description
of it in [Wen18, Example 1.4].

Exercises (for the Übung on 25.10.2022).

Exercise 1.1. Suppose U � C is an open subset and f : U Ñ C is a smooth function, where the
notion of smoothness is de�ned the same way as in �rst-year analysis after identifying C in the
obvious way with R2, so that f becomes a function of two real variables. With this understood,
the derivative of f at any point z P U gives a real -linear map

Dfpzq : CÑ C,
i.e. Dfpzq respects addition and multiplication by real scalars, but not necessarily multiplication
by imaginary scalars; the latter would make Dfpzq a complex-linear map. Show in fact that Dfpzq
is complex linear at every point z P U if and only if f is holomorphic.

Remark. Exercise 1.1 yields the quickest generalization of the notion of a holomorphic map to
various other contexts, e.g. for an open subset U � Cn, a smooth map f : U Ñ Cm is called
holomorphic if and only if its derivative Dfpzq : Cn Ñ Cm is complex linear at every point. (One
can show that this is equivalent to the existence at every point of partial derivatives Bf

Bzj with
respect to the complex variables z1, . . . , zn.)

Exercise 1.2. If you were not previously familiar with complex manifolds and the fact that CPn

is one, write down an explicit atlas for CPn consisting of Cn-valued charts such that all transition
maps are holomorphic.
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Hint: One such chart comes from the inverse of the embedding Cn ãÑ CPn : pz1, . . . , znq ÞÑ r1 :
z1 : . . . : zns.
Exercise 1.3. Prove that there is a natural equivalence between the notion of rational curves of
degree 1 in CPn (as de�ned in lecture via equivalence classes of holomorphic maps CP1 Ñ CPn) and
the notion of �lines in CPn�. Take the latter to mean the image of any embedding S2 ãÑ CPn that
is obtained by extending an embedding of the form C ãÑ Cn : z ÞÑ za � b (with b � 0 P Cn) over
the point 8 P S2 :� C Y t8u using any of the embeddings Cn ãÑ CPn de�ned by pz1, . . . , znq ÞÑ
r1 : z1 : . . . : zns or rz1 : 1 : z2 : . . . : zns etc.

The next two exercises both pretend that you know what the natural topology on the moduli
spacesMg,mpM,Aq is, which is a convenient �ction since we have not yet de�ned any such topology.
We will do so later; for now, don't worry about it too much, and believe me when I tell you that
whatever educated guesses you make about the properties this topology should have, you are
probably right.

Exercise 1.4. Let PpT pCP2qq denote the space of complex lines through the origin in the �bers
of T pCP2q; this is a compact manifold since it is a �ber bundle over CP2 with �ber CP1. Prove
that the moduli space M0,0pCP2, rLsq is compact by showing that it is the image of a continuous
surjective map

PpT pCP2qq ÑM0,0pCP2, rLsq
that sends each line ℓ � TppCP2q at a point p P CP2 to the unique line L � CP2 that passes
through p and is tangent at that point to L.

Exercise 1.5. Show that the evaluation map

ev : M0,3pCP1, rCP1sq Ñ pCP1q�3

is a homeomorphism onto the complement of the so-called fat diagonal

∆ :�  pp1, p2, p3q P pCP1q�3
�� p1 � p2, p2 � p3 or p1 � p3

( � pCP1q�3.

This proves that M0,3pCP1, rCP1sq is not compact, while at the same time providing you with a
pretty good guess as to what its natural compacti�cation might be homeomorphic to.

Exercise 1.6. Let x0 � r1 : 0 : 0s P CP2, and consider the holomorphic map

π : CP2ztx0u Ñ CP1 : rz0 : z1 : z2s ÞÑ rz1 : z2s.
Show that the closure of each level set π�1pconstq � CP2 can be parametrized by a holomorphic
embedding CP1

ãÑ CP2 that passes through x0, thus it de�nes a complex submanifold Σ � CP2

which is di�eomorphic to S2.

Additional topic for the Übung: we will discuss the standard symplectic form on CPn, whose
existence implies that all complex submanifolds of CPn (so in particular all smooth projective
varieties) are also symplectic manifolds. (ADDED LATER: We did not end up discussing the
symplectic form on CPn in the Übung, but will instead discuss that in Lecture 4.)

2. Week 2

Lecture 3 (25.10.2022): Basics on symplectic manifolds. Following the �rst week's overview,
this lecture can be considered the o�cial beginning of the course, i.e. the part where one can expect
to see precise de�nitions and proofs.

 Quick review of symplectic forms, Hamiltonian vector �elds (ωpXH , �q � �dH)
 The standard symplectic form ωstd �

°
j dp

j ^ dqj on R2n Q pq1, . . . , qn, p1, . . . , pnq and
Hamilton's equations in coordinates
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 The canonical 1-form λcan �
°

j p
j dqj on T�M (with local coordinates pq1, . . . , qn on M

giving coordinates for 1-forms p1 dq1� . . .�pn dqn P T�M), and canonical symplectic form
ωcan :� dλcan

 Symplectic linear algebra:
� The symplectic orthogonal complement WKω of a subspace W � V with non-
degenerate ω P Λ2V �; why �complement� is a bad name but nonetheless dimW �
dimWKω � dimV

� Symplectic, isotropic, coisotropic and Lagrangian subspaces
� Existence of a symplectic basis e1, . . . , en, f1, . . . , fn P V with ωpei, ejq � ωpfi, fjq � 0
and ωpei, fjq � δij

 Darboux's theorem: Near every point x in a symplectic 2n-manifold pM,ωq, there exists a
chart pq1, . . . , qn, p1, . . . , pnq such that ω � °

j dp
j ^ dqj ; proof by the Moser deformation

trick
 Statements of other results provable via the Moser deformation trick:

� Lagrangian neighborhood theorem: Every Lagrangian submanifold L � pM,ωq has a
neighborhood symplectomorphic to a neighborhood of the zero-section in pT�L, ωcanq.

� Moser stability theorem: forM closed and tωtutPr0,1s a smooth family of cohomologous
symplectic forms, there exists for t P r0, 1s a smooth family of symplectomorphisms
ψt : pM,ω0q Ñ pM,ωtq with ψ0 � Id.

 The spaces J pEq (arbitrary), Jτ pE,ωq (tame) and J pE,ωq (compatible) of complex
structures on a symplectic vector bundle pE,ωq ÑM , ω P ΓpΛ2E�q �berwise nondegener-
ate

 Almost complex structures and integrability: statement (without proof) of the Newlander-
Nirenberg theorem

 Corollary (due originally to Gauss, and to be proved later by more direct means): All
almost complex structures on a surface are integrable, hence �Riemann surface� = �complex
1-manifold� = �almost complex manifold of real dimension 2�

Lecture 4 (26.10.2022): Almost complex structures.

 The spaces Jτ pV, ωq, Jτ pE,ωq and Jτ pM,ωq :� Jτ pTM,ωq of tame complex structures
on a symplectic vector space pV, ωq, symplectic vector bundle pE,ωq or symplectic man-
ifold pM,ωq (for this case add the word �almost�); similar spaces of compatible complex
structures (remove the τ)

 If J P J pV, ωq and dimV � 2n, then pV, ω, Jq is isomorphic to pR2n, ωstd, iq; de�ne i on R2n

via the identi�cation with Cn de�ned by pq1, . . . , qn, p1, . . . , pnq Ø pp1 � iq1, . . . , pn � iqnq
 Theorem: Jτ pE,ωq and J pE,ωq are nonempty and contractible spaces.
 First proof for J pE,ωq, using convexity of the space of bundle metrics
 Proposition: If dimR V � 2n, then J pV q � EndpV q is a smooth submanifold of dimension
2n2 with tangent spaces TJJ pV q � EndCpV, Jq :�

 
Y P EndpV q �� Y J � �JY (; proof by

identi�cation with the homogeneous space GLp2n,Rq{GLpn,Cq
 Corollary: The map

Y ÞÑ ΨpY q � JY :�
�
1� 1

2
JY



J

�
1� 1

2
JY


�1

embeds a neighborhood of 0 in EndCpV, Jq smoothly onto a neighborhood of J in J pV q
such that the derivative at 0 is the identity.
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 Sketch of second proof of contractibility of J pE,ωq (and also Jτ pE,ωq): Given J P
Jτ pE,ωq, the map Y ÞÑ JY identi�es Jτ pE,ωq with the space of smooth sections of
EndCpE, Jq taking values in a �berwise convex subset.

 Corollary: Topological invariants of complex vector bundles are also invariants of symplec-
tic vector bundles.

 Axiomatic characterization of the �rst Chern class c1pEq P H2pMq for a complex or
symplectic vector bundle E ÑM :
(1) c1pE ` F q � c1pEq � c1pF q
(2) For f : N ÑM , c1pf�Eq � f�c1pEq P H2pNq
(3) For a complex line bundle E Ñ Σ over a closed Riemann surface, the �rst Chern

number c1pEq :� xc1pEq, rΣsy P Z is the algebraic count of zeroes of any section
η P ΓpEq with only �nitely many:

#η�1p0q :�
¸

zPη�1p0q
ordpη; zq � c1pEq,

where ordpη; zq P Z is the winding number of the loop S1 Ñ Czt0u : eiθ ÞÑ ηpz� ϵeiθq
for ϵ ¡ 0 small after choosing a local holomorphic coordinate on Σ and trivialization
of E near z

 Corollary of the Poincaré-Hopf theorem: c1pTΣq � χpΣq for a closed Riemann surface
 The Fubini-Study symplectic form ωFS on CPn and its characterization via

pr� ωFS � ωstd|TS2n�1

using the quotient projection pr : S2n�1 Ñ S2n�1{S1 � CPn

 Corollary: Every complex submanifold of CPn (e.g. all smooth complex projective varieties)
inherits a canonical symplectic form compatible with its complex structure.

Suggested reading. Almost everything mentioned this week can be found in the early chapters of
[MS17], and probably also in [CdS01]. For full details of the proof that Jτ pE,ωq is contractible, see
[Wena, Prop. 2.2.17]. If you like homotopy theory, you might prefer the more abstract alternative
proof (originating in Gromov's paper [Gro85]) that is given one page earlier in my notes, though
our more direct proof (based on an idea of Sévennec) has some practical advantages that we'll
occasionally make use of. Alternative presentations of the �rst Chern class can be found in many
places; the treatment in [MS17] is di�erent from ours but also geared toward symplectic geometry,
and is phrased in terms of theMaslov index (a very useful concept if one wants to study Lagrangian
manifolds, though we don't plan on it in this course).

Exercises (for the Übung on 01.11.2022).

Exercise 2.1. Here is a coordinate-invariant way to express the canonical 1-form λcan P Ω1pT�Mq
on the cotangent bundle of a smooth n-manifold M . Using the derivative Tπ : T pT�Mq Ñ TM
of the bundle projection π : T�M Ñ M , de�ne λcan : T pT�Mq Ñ R on a vector ξ P TαpT�Mq at
α P T�xM for x PM by

λcanpξq :� αpTπpξqq.
You could be forgiven for �nding this concise de�nition too abstract to be revealing, but here is
another useful way to think about it. For bookkeeping purposes, let's write elements of T�M as
pairs pq, pq where q PM and p P T�q M . Any choice of connection on the vector bundle T�M ÑM
determines at each point pq, pq P T�M a splitting of Tpq,pqpT�Mq into horizontal and vertical
subspaces

Tpq,pqpT�Mq � Hpq,pqpT�Mq ` Vpq,pqpT�Mq,
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where Tπ gives a natural isomorphism of Hpq,pqpT�Mq to TqM and Vpq,pqpT�Mq :� TppT�q Mq is
canonically isomorphic to T�q M . In this way, we obtain an isomorphism

Tpq,pqpT�Mq � TqM ` T�q M,

and can use it to write tangent vectors ξ P Tpq,pqpT�Mq as pairs pX,αq, the two components
being interpreted as horizontal part X P TqM � Hpq,pqpT�Mq and vertical part α P T�q M �
Vpq,pqpT�Mq. For example, if we use this notation to write a smooth path γptq P T�M in the form
γptq � pqptq, pptqq, then its derivative becomes

9γptq � p 9qptq,∇tpptqq
since the covariant derivative ∇tpptq of a section pptq P T�qptqM of T�M along a path qptq P M is
the vertical part of the derivative of the corresponding path in the total space. With this notation
understood, we can now write λcan in the form

λcanpX,βq � ppXq for pX,βq P Tpq,pqpT�Mq � TqM ` T�q M.

If we had de�ned λcan this way in the �rst place, we would now have to worry about whether it
depends on the choice of connection (since the horizontal-vertical splitting does), but our original
de�nition shows that this is not so.

(a) Verify that for any choice of local coordinates q1, . . . , qn on a region U � M , taking
the induced chart pq1, . . . , qn, p1, . . . , pnq on T�M |U as explained in the lecture, λcan �°n

j�1 p
j dqj on T�M |U . In particular, the expression

°n
j�1 p

j dqj for a 1-form on T�M is
therefore independent of the choice of local coordinates q1, . . . , qn (though it does crucially
depend on how the other coordinates p1, . . . , pn are determined by these).

(b) Show that if the connection ∇ on T�M ÑM used for the splitting of T pT�Mq is induced
via duality from a symmetric connection onM , then the canonical symplectic form ωcan �
dλcan P Ω2pT�Mq is given by the formula

ωcanppX,αq, pY, βqq � αpY q � βpXq.
Hint: It su�ces to consider cases where each of pX,αq and pY, βq is either purely vertical
or purely horizontal. If you get stuck, see [Wen21, Lemma 23.14].

(c) Now suppose additionally that the symmetric connection on M is the Levi-Cività con-
nection for some Riemannian (or pseudo-Riemannian) metric x , y, and using the bundle
metric induced on T�M ÑM via duality, consider the Hamiltonian

H : T�M Ñ R, Hpq, pq :� 1

2
xp, py.

Show that the resulting Hamiltonian vector �eld XH P XpT�Mq is given by

XHpq, pq � pp7, 0q P TqM ` T�q M � Tpq,pqpT�Mq,
where T�q M Ñ TqM : α ÞÑ α7 denotes the inverse of the �musical� isomorphism TqM Ñ
T�q M : X ÞÑ X5 :� xX, �y.

(d) Explain precisely what is meant by the statement, �The Hamiltonian system pT�M,ωcan, Hq
is equivalent to the geodesic equation on pM, x , yq.�

Exercise 2.2. Use the Moser deformation trick to prove the Moser stability theorem: if M is
closed and tωtutPr0,1s is a smooth family of symplectic forms that all represent the same de Rham
cohomology class, then for t P r0, 1s there exists a smooth family of symplectomorphisms φt :
pM,ω0q Ñ pM,ωtq with φ0 � Id.
Hint: You will need to know that ωt � ω0 � dλt for a smooth family of 1-forms λt. This follows
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from the assumption that rωts P H2
dRpMq is independent of t, but is not so obvious; some hints on

how to prove it are given in [MS17, proof of Theorem 3.2.4].

Exercise 2.3. On a symplectic vector space pV, ωq, show that J P J pV, ωq if and only if J P
Jτ pV, ωq and ωpJu, Jvq � ωpu, vq for all u, v P V .
Exercise 2.4. In this exercise, we identify R2n with Cn via the correspondence

R2n Q pq1, . . . , qn, p1, . . . , pnq Ø pp1 � iq1, . . . , pn � iqnq P Cn,

so that multiplication by i is regarded as a real-linear transformation i : R2n Ñ R2n and GLpn,Cq
becomes the subgroup

 
A P GLp2n,Rq �� Ai � iA

(
.

(a) Check that the standard symplectic form ωstd �
°

j dp
j ^ dqj on R2n can be written in

terms of the standard Hermitian inner product xu, vy � °
j ū

jvj on Cn, namely as

ωstdpX,Y q � ImxX,Y y.
(b) Prove Op2nq XGLpn,Cq � Upnq.

Exercise 2.5. According to the Newlander-Nirenberg theorem, an almost complex structure J on
a manifold M is integrable if and only if the induced Nijenhuis tensor NJ : TM ` TM Ñ TM ,
given by

NJpX,Y q � rJX, JY s � JrJX, Y s � JrX, JY s � rX,Y s,
vanishes. Prove:

(a) The expression given above for NJ really does de�ne a tensor �eld onM , i.e. it is C8-linear
in both X and Y .

(b) NJ vanishes whenever J is integrable (i.e. the �easy� direction of the Newlander-Nirenberg
theorem).

(c) NJ always vanishes if dimRM � 2.
(d) As mentioned in lecture, the vanishing of NJ when dimM � 2 implies a classical result due

to Gauss that almost complex structures on surfaces are always integrable. Actually, what
Gauss proved was stated a bit di�erently: the theorem is that every Riemannian metric g
on a surface Σ is conformally �at, meaning that every point p P Σ has a neighborhood
U � Σ such that pU , gq is isometric to pV, fgEq for some open subset V � R2, smooth
function f : V Ñ p0,8q and the Euclidean metric gE . Prove that that statement is
equivalent to the one mentioned above about integrable almost complex structures.

Exercise 2.6. Suppose pM,ωq is a symplectic manifold with a compatible almost complex struc-
ture J P J pM,ωq, g :� ωp�, J �q is the induced Riemannian metric and ∇ denotes its Levi-Cività
connection. Show that for the induced connections on the vector bundles EndpTMq and Λ2T�M ,
∇J � 0 if and only if ∇ω � 0, and if either is true, then J is integrable.2 You may use the
Newlander-Nirenberg theorem as a black box.
Hint: Use the symmetry of the connection to write a new formula for the Nijenhuis tensor that
involves covariant derivatives instead of brackets.
Comment: The converse is also true: if J is integrable, then the Levi-Cività connection satis�es
∇J � 0 and ∇ω � 0, hence parallel transport respects both J and ω. For details, see [MS17, �4.2].

Exercise 2.7. In lecture we have been using the term symplectic vector bundle to mean any
smooth real vector bundle E Ñ M that is equipped with a smooth section ω P ΓpΛ2E�q which is
nondegenerate on every �ber. In order to justify this terminology, one should prove the following:

2In this situation, g is called a Kähler metric and pM,J, gq is a Kähler manifold. Kähler geometry is
essentially the intersection of complex, Riemannian and symplectic geometry.
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every symplectic vector bundle pE,ωq of rank 2n admits a system of local trivializations covering
M such that all transition functions take values in the linear symplectic group

Spp2nq :�  
A P GLp2n,Rq �� ωstdpAu,Avq � ωstdpu, vq for all u, v P R2n

(
.

Prove this.
Hint: What should the term �symplectic local frame� on pE,ωq mean, and can you show that they
always exist?
Comment: If pM,ωq is a symplectic manifold, then pTM,ωq is a symplectic vector bundle over
M in an obvious way, but pTM,ωq would also be a symplectic vector bundle if ω P Ω2pMq is
nondegenerate but not closed. The result of this exercise proves that even in that case, one can
cover M with neighborhoods that admit symplectic frames. Whenever such a frame consists of
coordinate vector �elds, the corresponding chart will be a so-called �Darboux chart�, i.e. one in
which ω matches the standard symplectic form of R2n. Darboux's theorem shows that the latter
is possible if and only if ω is closed.

Exercise 2.8. Assume pM,ωq is a symplectic manifold.

(a) Prove the following result stated in lecture: Given subsets A � U �M that are closed and
open respectively, and given any J0 P Jτ pU , ωq, the space

 
J P J pM,ωq �� J � J0 on A

(
is

nonempty and contractible.
(b) Show if Σ � M is a symplectic submanifold (meaning ω|TΣ de�nes a symplectic form

on Σ), then there exists J P J pM,ωq such that the action of J on TM |Σ preserves TΣ.
Comment: This fact is the �rst step in the proof of various powerful results in [Gro85,
McD90] concerning symplectic 4-manifolds that contain symplectically embedded 2-spheres.
The point is: any 2-dimensional symplectic submanifold can in this way be regarded as
the image of an embedded J-holomorphic curve, and the properties of the moduli space of
such curves can have nontrivial consequenes.

Exercise 2.9. In lecture we de�ned the Fubini-Study symplectic form ωFS on CPn according to
the relation

pr� ωFS � ωstd|TS2n�1 ,

where S2n�1 is the unit sphere in Cn�1 � R2n�2 and pr : S2n�1 Ñ S2n�1{S1 � CPn denotes the
quotient projection.

(a) Compute the symplectic area of a line in CPn, i.e. the integral
³
L
ωFS over any line

L � CPn, with its natural orientation as a complex submanifold. Equivalently, this is the
evaluation of the cohomology class rωFSs P H2

dRpMq on the generator rLs P H2pMq, which
is why the answer will not depend on which line you choose.
Hint: L is the image of a map C Y t8u Ñ CPn, and the integral will not change if you
ignore the point at in�nity and integrate only over C.

Solution:
I'm writing up a solution here because every four or �ve years I �nd myself needing to do
this exercise again, but sometimes I forget the trick.

We can �rst show that the answer does not depend on the choice of n. This follows
from the observation that for any 1 ¤ k   n and an embedding of the form

i : CPk
ãÑ CPn : rz0 : . . . : zks ÞÑ rz0 : . . . : zk : 0 : . . . : 0s,

the pullback via i of the Fubini-Study form of CPn is the Fubini-Study form of CPk. This
follows via the relation pr� ωFS � ωstd|TS2n�1 from a similar statement about the pullback
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ωstd under the embedding

ı̃ : Ck�1
ãÑ Cn�1 : pz0, . . . , zkq ÞÑ pz0, . . . , zk, 0, . . . , 0q,

after restricting the latter to an embedding of unit spheres S2k�1 ãÑ S2n�1. Since the
image of the embedding CP1

ãÑ CPn is a line,
³
L
ωFS will therefore be the same as

³
CP1 ωFS,

where in the latter integral we simply regard ωFS as a 2-form on CP1, characterized by the
relation pr� ωFS � ωstd|TS3 , where

pr : S3 Ñ S3{S1 � CP1

is the quotient projection.
Next, let B2 � R2 denote the open unit ball, and suppose we can �nd an embedding

φ : B2 ãÑ S3 � C2 such that pr �φ : B2 Ñ CP1 is a di�eomorphism onto the complement
of one point p P CP1. (We'll discuss in a moment how to �nd such an embedding.) If
we could pretend for a moment that ωFS has compact support in CP1ztpu and φ�ωstd is
compactly supported on B2, we would then have»

B2

φ�ωstd �
»
B2

φ� pr� ωFS �
»
B2

ppr �φq�ωFS �
»
CP1ztpu

ωFS �
»
CP1

ωFS.

To justify this result without any �ctional compact support assumption, choose a smooth
function β : CP1 Ñ r0, 1s that equals 1 except in an arbitrarily small neighborhood of p and
has compact support in CP1ztpu; we can clearly arrange the integral

³
CP1ztpu βωFS to be as

close to
³
CP 1 ωFS as we want. We then have pr�pβωFSq � pβ�prq pr� ωFS � pβ�prqωstd|TS3 ,

so that a repeat of the calculation above gives»
B2

pβ � pr �φqφ�ωstd �
»
B2

pβ � pr �φqφ� pr� ωFS �
»
B2

ppr �φq� pβωFSq �
»
CP1ztpu

βωFS.

Since β � pr �φ : B2 Ñ r0, 1s has compact support and equals 1 in an arbitrarily large
compact subset of B2, the �rst integral can be assumed as close as we like to

³
B2 φ

�ωstd,
completing the justi�cation.

Finally, here is a concrete choice of φ that will do the job:

φ : B2
ãÑ S3 : pp, qq ÞÑ

�
p� iq,

a
1� p2 � q2

	
P C2.

This traces out an embedded disk D � S3 � C2, and the integral we are now looking
for is

³
B2 φ

�ωstd � ³
D ωstd. In coordinates pp1 � iq1, p2 � iq2q on C2, we have ωstd �

dp1^ dq1� dp2^ dq2, and since φ never moves in the q2-direction, the second term in ωstd

never contributes to
³
D ωstd. What we are left with is

³
D dp1^ dq1, which depends only on

the motion of φ in the p1 and q1 directions, thus it will not change if we replace φ with
the embedding φ1 : B2 ãÑ C2 : pp, qq ÞÑ pp � iq, 0q, tracing out a completely ��at� 2-disk
in C2. The answer is then the area of this disk, giving»

L

ωFS � π.

(b) Prove that xc1pT pCP2qq, rLsy � 3.
Hint: Split T pCP2q|L into a direct sum of the tangent and normal bundles of L.

3. Week 3

Lecture 5 (01.11.2022): The nonlinear Cauchy-Riemann equation and its linearization.
 Pseudoholomorphic maps f : pΣ, jq Ñ pM,Jq between almost complex manifolds, and why
we restrict to the case of curves (dimC Σ � 1)
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 Statement of the local existence theorem for J-holomorphic curves: On any almost complex
manifold pM,Jq, for any p P M and X P TpM , there exists ϵ ¡ 0 and a J-holomorphic
map u : pD̊ϵ, iq Ñ pM,Jq with up0q � p and Bsup0q � X. (We will prove this within the
next few weeks.)

 Corollary: All almost complex structures on a surface are integrable.
 The nonlinear Cauchy-Riemann equation for u : pΣ, jq Ñ pM,Jq in local holomorphic
coordinates ps, tq on Σ: Bsups, tq � Jpups, tqqBtups, tq � 0

 Holomorphic vector bundles and linearization of Tu� J � Tu � j � 0 in the integrable case
 Every holomorphic vector bundle E Ñ Σ has a natural linear �rst-order di�erential oper-
ator

D : ΓpEq Ñ Ω0,1pΣ, Eq :� Γ
�
HomCpTΣ, Eq

�
that annihilates holomorphic sections (see Exercise 3.1).

 The linearized Cauchy-Riemann operator

Du : Γpu�TMq Ñ Ω0,1pΣ, u�TMq
of a J-holomorphic curve u : pΣ, jq Ñ pM,Jq in the non-integrable case, and the formula

Duη � ∇η � Jpuq �∇η � j �∇ηJ � Tu � j
for ∇ any symmetric connection on M (see Exercise 3.2)

 Linear Cauchy-Riemann type operators D : ΓpEq Ñ Ω0,1pΣ, Eq on a general complex
vector bundle E over a Riemann surface pΣ, jq; the Leibniz rule

Dpfηq � fDη � B̄fp�qη, f P C8pΣ,Rq, η P ΓpEq, B̄f :� df � i df � j P Ω0,1pΣ,Cq
 The di�erence between any two linear Cauchy-Riemann type operators is a bundle map
 Local expression of linear Cauchy-Riemann type operators as B̄ � A : C8pO,Cmq Ñ
C8pO,Cmq for B̄ :� Bs � iBt in coordinates s � it P O � C and a smooth function
A : O Ñ EndRpCmq � GLp2m,Rq

 Statement of the linear local existence theorem: For any smooth function A : D̊ Ñ
EndRpCnq and any v P Cm, the problem

pB̄ �Aqf � 0, fp0q � v

admits a smooth solution f : D̊ϵ Ñ Cm for ϵ ¡ 0 su�ciently small.

Lecture 6 (02.11.2022): Some tools for the analysis of B̄.
 Outline (minus technical details on Banach spaces) of the proof of linear local existence
 The spaces of test functions DpUq :� C8

0 pUq and distributions
D 1pUq :� tcontinuous linear functionals Λ : DpUq Ñ R : φ ÞÑ pΛ, φqu

on an open domain U � Rn

 Multi-index notation: for α � pα1, . . . , αnq, |α| :�
°

j αj , Bα :� Bα1
1 . . . Bαn

n is a di�erential
operator of order |α|, zα :� zα1

1 . . . zαn
n P C is a monomial function of z � pz1, . . . , znq P Cn

with degree |α|
 Examples of distributions:

(1) Locally integrable functions f P L1
locpUq: pf, φq :�

³
U fφ

(2) Dirac δ-function: pδ, φq :� φp0q
 Derivatives of distributions:

pBαΛ, φq :� p�1q|α|pΛ, Bαφq.
For f P L1

locpUq, if the distributional derivative Bαf P D 1pUq is representable as a function,
we call it a weak derivative of f .



GROMOV-WITTEN THEORY, WINTERSEMESTER 2022�2023, HU BERLIN 13

 Examples (see Exercise 3.3):
(1) f P L1

locpRq � D 1pRq given by fpxq � |x| has a weak �rst derivative, but its second
derivative is not a function

(2) fpxq � ln |x| is in L1
locpRq and its derivative is a function but is not locally integrable

(principal value integral)
(3) Kpzq :� 1

2πz is in L1
locpCq and has B̄K � δ, but BK :� pBs � iBtqK is given by a

principal value integral
 Products of smooth functions with distributions: pfΛ, φq :� pΛ, fφq
 Convolutions of test functions and distributions on Rn: pf � Λ, φq :� pΛ, f� � φq where
f�pxq :� fp�xq and

pf � gqpxq :�
»
Rn

fpx� yqgpyq dy,

and Λ � f :� f � Λ
 δ � f � f for all f P DpRnq (see Exercise 3.5)
 Lemma: If Λ P D 1pUq has �rst derivatives B1Λ, . . . , BnΛ P D 1pUq that are all representable
by continuous functions, then Λ is representable by a (unique) C1-function. (For the proof,
see e.g. [LL01].)

 Lemma: For f P C8
0 pRnq and Λ P D 1pRnq, f � Λ is represented by the smooth function

pf � Λqpxq � pΛ, τxφq, where τxφpyq :� φpx� yq.
 Corollary: the equation B̄u � f for f P C8

0 pCq has a smooth solution u :� K � f
 De�nition of the Sobolev spaces

W k,ppUq :�  
f P LppUq �� there exist weak derivatives Bαf P LppUq for all |α| ¤ k

(
,

}f}Wk,p :�
¸
|α|¤k

}Bαf}Lp

 Theorem: For 1   p   8, the map C8
0 pD̊q ãÑ C8

0 pCq Ñ C8pD̊q : f ÞÑ pK � fq��̊D extends

to a bounded linear operator LppD̊q Ñ W 1,ppD̊q, which is then a bounded right inverse of
B̄ :W 1,ppD̊q Ñ LppD̊q. (Proof next week.)

Suggested reading. Linear Cauchy-Riemann type operators and the derivation of Du are dis-
cussed in more detail in [Wena, �2.3�2.4]. For the basic theory of distributions, a good source is
[LL01]; most of the proofs we skipped here can also be found in my notes from Functional Analysis
[Wen20a, �10].

Exercises (for the Übung on 08.11.2022). Most of this week's exercises are straightforward
veri�cations of statements made in lecture, and we will not plan to spend much time on these in the
Übung unless explicitly requested. The major exception is Exercise 3.3(d), which is an essential
step in the regularity theory for the B̄-operator, so we will discuss that in detail. Whatever time
remains will be devoted to a general review of Fourier transforms in preparation for their use in
the next lecture.

Exercise 3.1. Assume Σ is a complex manifold (of any �nite dimension) and E Ñ Σ is a complex
vector bundle of rank m P N. A smooth bundle atlas for E Ñ Σ is a collection of smooth
local trivializations tΦα : E|Uα

Ñ Uα � CmuαPI such that Σ � �
αPI Uα, and the corresponding

transition functions gβα : Uα X Uβ Ñ GLpm,Cq for pα, βq P I � I are characterized by the
relation

Φβ � Φ�1
α pp, vq � pp, gβαppqvq for all p P Uα X Uβ and v P Cm.
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The bundle atlas also associates to any section η : O Ñ E de�ned over an open subset O � Σ a
collection of functions ηα : O X Uα Ñ Cm characterized by

Φαpηppqq � pp, ηαppqq for all p P O X Uα,

which are related to each other by ηβ � gβαηα on OXUαXUβ for any pα, βq P I�I. If the transition
functions are all holomorphic, we say that the bundle atlas de�nes a holomorphic structure on
E Ñ Σ and call the latter a holomorphic vector bundle; in this case one also calls η : O Ñ E
a holomorphic section if the functions ηα are all holomorphic. This notion makes sense due to
the fact that products of holomorphic functions are also holomorphic.

Denote by HomCpTΣ, Eq � HomRpTΣ, Eq the vector bundle whose �ber over each point p P Σ is
the space of complex-antilinear maps TpΣÑ Ep; sections of this bundle are often called E-valued
p0, 1q-forms, and the space of such sections is denoted by3

Ω0,1pΣ, Eq :� Γ
�
HomCpTΣ, Eq

�
.

One can similarly speak of the space of Cm-valued p0, 1q-forms
Ω0,1pΣ,Cmq � Ω1pΣ,Cmq,

i.e. smooth Cm-valued 1-forms λ P Ω1pΣ,Cmq such that λp : TpΣ Ñ Cm is complex-antilinear
at each point p P Σ. The bundle atlas above associates to each λ P Ω0,1pΣ, Eq a collection of
Cm-valued p0, 1q-forms λα P Ω0,1pUα,Cmq according to the relation

ΦαpλpXqq � pp, λαpXqq for all p P Uα, X P TpΣ.
With this notation in place, prove the following: every holomorphic structure on E Ñ Σ deter-

mines a �rst-order di�erential operator

D : ΓpEq Ñ Ω0,1pΣ, Eq � Γ
�
HomCpTΣ, Eq

�
such that for each η P ΓpEq and each local trivialization Φα : E|Uα

Ñ Uα � Cm in the given
holomorphic bundle atlas,

pDηqα � dηα � i dηα � j.
Moreover, a local section η : O Ñ E is then holomorphic if and only if Dη � 0, and D satis�es the
Leibniz rule

Dpfηq � f Dη � B̄fp�qη for all f P C8pΣ,Cq and η P ΓpEq,
where B̄f :� df � i df � j P Ω0,1pΣ,Cq.
Exercise 3.2. As a warmup, suppose �rst that E Ñ M is a �nite-dimensional smooth vector
bundle with a connection ∇, and s P ΓpEq is a smooth section that vanishes at some point p PM .

(a) Show that the linear map ∇sppq : TpM Ñ Ep depends on the section s but not on the
choice of connection ∇. We sometimes denote this map by

Dsppq : TpM Ñ Ep

and call it the linearization of s at p.

For the rest of the exercise, assume pΣ, jq is a Riemann surface, pM,Jq is an almost complex
manifold, and u : pΣ, jq Ñ pM,Jq is a J-holomorphic curve. In lecture we characterized the
associated linearized Cauchy-Riemann operator

Du : Γpu�TMq Ñ Ω0,1pΣ, u�TMq
3The bundleHomCpTΣ, Eq is also often denoted by Λ0,1T�ΣbE. The related bundle HomCpTΣ, Eq � Λ1,0T�Σb

E and space of bundle-valued p1, 0q-forms Ω1,0pΣ, Eq � ΓpHomCpTΣ, Eqq are obtained by replacing the words
�complex-antilinear� with �complex-linear�.
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via the following property: for any smooth 1-parameter family of maps tuρ : ΣÑMuρPp�ϵ,ϵq with
u0 � u and η :� Bρuρ|ρ�0 P Γpu�TMq, for each z P Σ and X P TzΣ,

pDuηqpXq � ∇ρ rTuρpXq � J � TuρpjXqs|ρ0

for any connection ∇ on TM Ñ M . We also showed that if the connection ∇ is chosen to be
symmetric, then an explicit formula for Du is given by

Duη � ∇η � Jpuq �∇η � j � p∇ηJq � Tu � j.
(b) Show that the de�nition ofDu does not depend on the choice of connection∇ on TM ÑM .
(c) Verify that Du satis�es the Leibniz rule

Dupfηq � f Dη � B̄fp�qη for all f P C8pΣ,Rq and η P Γpu�TMq,
and is thus a so-called linear Cauchy-Riemann type operator on u�TM Ñ Σ.

(d) Show that if J is integrable, then Du is the operator arising via Exercise 3.1 from the
natural holomorphic structure on the bundle u�TM Ñ Σ. In particular, Du is in this case
complex linear (which is not true for linear Cauchy-Riemann type operators in general).

Exercise 3.3. Prove:

(a) The locally integrable function fpxq :� |x| on R has weak derivative

f 1pxq :�
#
1 if x ¡ 0,

�1 if x   0.

(Note: weak derivatives are only de�ned almost everywhere, so we do not need to specify
a value for f 1 at 0.)

(b) The derivative of the function f 1 from part (a) in the sense of distributions is 2δ P D 1pRq.
(c) The function gpxq :� ln |x| is in L1

locpRq, but its classical derivative (away from 0) is not,
and its derivative in the sense of distributions is given by the principal value integral

pg1, φq � p. v.

»
R

φpxq
x

dx :� lim
ϵÑ0�

»
|x|¥ϵ

φpxq
x

dx.

(d) On C with coordinates s� it, write4

B̄ :� Bs � iBt � 2
B
Bz̄ , B :� Bs � iBt � 2

B
Bz ,

and consider the function Kpzq :� 1
2πz . Show that K P L1

locpCq, B̄K � δ in the sense of
distributions, and BK can be written as a principal value integral of a function that is not
locally integrable, namely

pBK,φq � � 1

π
p. v.

»
C

φpzq
z2

dm :� � 1

π
lim
ϵÑ0�

»
CzDϵ

φpzq
z2

dm,

where �dm� denotes the Lebesgue measure on C � R2.

4The operators B
Bz

and B
Bz̄

are not partial derivatives in any conventional sense since z � s�it and z̄ � s�it cannot
be regarded as independent variables, but one obtains formulas for these operators as complex linear combinations
of the usual partial derivative operators Bs and Bt via a formal application of the chain rule, regarding z and z̄
as functions of s and t. We take these formulas as de�nitions, and they are useful for computations whenever a
function on C is written in terms of z and z̄, e.g. the usual derivative of a holomorphic function f : C Ñ C is then
Bf
Bz
, while Bf

Bz̄
vanishes due to the Cauchy-Riemann equations.
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Exercise 3.4. Verify that for the product of a smooth function f P C8pUq with a distribution
Λ P D 1pUq on some open domain U � Rn, the partial derivative operators Bj satisfy the usual
Leibniz rule

BjpfΛq � pBjfqΛ� f BjΛ,
where Bjf can be interpreted as a classical derivative, while BjΛ is a distributional derivative.

Exercise 3.5. Check that for a smooth compactly supported function f P C8
0 pRnq, the formula

pf � Λ, φq :� pΛ, f� � φq, f�pxq :� fp�xq
de�nes a continuous linear operator D 1pRnq Ñ D 1pRnq : Λ ÞÑ f � Λ that matches the usual
convolution of functions

pf � gqpxq :�
»
Rn

fpx� yqgpyq dy
when Λ is representable by a function. Prove also the formula

Bαpf � Λq � Bαf � Λ � f � BαΛ,
where Bαf is interpreted as a classical derivative and BαΛ as a distributional derivative.

Exercise 3.6. Prove f � δ � f for all f P C8
0 pRnq.
4. Week 4

Lecture 7 (08.11.2022): The bounded right-inverse of B̄.
 Solving B̄u � f P C8

0 pCq by u :� K � f P C8pCq for Kpzq :� 1
2πz Why linear local existence requires the estimate }K � f}W 1,p ¤ c}f}Lp for p ¡ 2

 Proof of }K � f}Lp ¤ c}f}Lp by a variant of Young's inequality (see Exercise 4.2)
 Brief review of the Fourier transform:

� Schwartz space

S pRnq :�  
f P C8pRnq �� xαBβfpxq is bounded on Rn for all multi-indices α, β

(
� The operators F ,F� : S pRnq Ñ S pRnq,

pFfqppq :� pfppq :� »
Rn

e�2πixp,xyfpxq dx, pF�fqpxq :� qfpxq :� »
Rn

e2πixp,xyfppq dx, .

� F�1 � F� and xf,FgyL2 � xF�f, gyL2 imply Plancherel's theorem: F and F�

have unique extensions to bounded linear isometries L2pRnq Ñ L2pRnq
� The relation pFf, φq � pf,Fφq for f, φ P S pRnq and pf, gq :� ³

Rn fg
 The space of tempered distributions

S 1pRnq :� tcontinuous linear functionals Λ : S pRnq Ñ C : φ ÞÑ pΛ, φqu ,
where φj Ñ φ in S pRnq means xαBβφj converges uniformly on Rn to xαBβφ for all
multi-indices α, β

 Examples of tempered distributions:
� The δ function
� Any f P L1

locpRnq that has at most polynomial growth (e.g. not fpxq � e|x|
2

)
 The operator F : S 1pRnq Ñ S 1pRnq,

pFΛ, φq :� pΛ,Fφq.
 The relation yBjΛ � �2πipjpΛ for Λ P S 1pRnq (see Exercise 4.3)
 Lemma: For f P C8

0 pD̊q and Kpzq :� 1
2πz , the function |pK � fqpzq| is bounded on C by

C{|z| for some constant C ¡ 0. Corollary: K �f is both a smooth function and a tempered
distribution on C.
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 Proof of the estimate }BpK � fq}L2 ¤ c}f}L2 via Fourier transform: If u P C8pCq XS 1pCq
and B̄u P L2pCq, then Bu is also in L2pCq and }Bu}L2 � }B̄u}L2 .

 Why we call B̄ an elliptic operator: F pB̄uqpζq � Qpζqpupζq for a polynomial function
Q : CÑ C such that Qpζq � 0 for all ζ � 0.

 The case p ¡ 2: we need an estimate }BK�f}Lp ¤ c}f}Lp for f P C8
0 pD̊q, where f ÞÑ BK�f

denotes the singular integral operator

pBK � fqpzq :� � 1

π
lim
ϵÑ0�

»
|ζ�z|¥ϵ

fpζq
pz � ζq2 dmpζq.

 Statement (without proof) of the Calderón-Zygmund inequality for singular integral oper-
ators

 Corollary: B̄ :W 1,ppD̊q Ñ LppD̊q has a bounded right inverse given by (the unique extension
of) f ÞÑ K � f for every p P p1,8q.

Lecture 8 (09.11.2022): Linear elliptic regularity.

 The Hölder spaces Ck,αpUq for k P t0u Y N and α P p0, 1q,

}f}Ck,α :� }f}Ck �
¸
|β|�k

|Bβf |Cα where |f |Cα :� sup
x�y

|fpxq � fpyq|
|x� y|α

Arzelà-Ascoli ñ the inclusion Ck,αpUq ãÑ Ckp sUq is compact, i.e. Ck,α-bounded sequences
have Ck-convergent subsequences.

 Useful properties of Sobolev spaces, part 1:
Assume k ¥ 0 an integer, 1 ¤ p   8, U � Rn open and bounded such that B sU � Rn is a
smooth submanifold.
(1) Approximation: C8p sUq is dense in W k,ppUq.

Easier variant: if ρj : Rn Ñ r0,8q is an approximate identity and f P W k,ppUq, then
ρj � f is de�ned on each precompact open subset V � sV � U for large j, is smooth
and W k,p-convergent to f on V. (We say ρj � f Ñ f in W k,p

loc on U .)
Remark: C8

0 pUq is not dense in W k,ppUq except when k � 0, but instead de�nes a
closed subspace

W k,p
0 pUq :� the W k,p-closure of C8

0 pUq �W k,ppUq.
(2) Extension: Given V � sV � U with BsV smooth, there exist bounded linear operators

E :W k,ppVq ÑW k,ppUq such that Ef |V � f .
(3) Sobolev embedding theorem (case kp ¡ n): For any α P p0, 1q satisfying α ¤ k � n

p ,
there is a continuous linear inclusion map

W k,ppUq ãÑ C0,αpUq,
and therefore also

W k�d,ppUq ãÑ Cd,αpUq for all integers d ¥ 0.

Corollary:
�

k¥0W
k,ppUq � C8p sUq

(4) There is a continuous bilinear product map

Ckp sUq �W k,ppUq ÑW k,ppUq : pf, gq ÞÑ fg,

hence an estimate of the form }fg}Wk,p ¤ }f}Ck � }g}Wk,p .
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 Fundamental elliptic estimate: For each p P p1,8q, }u}W 1,p ¤ c}B̄u}Lp holds for all u P
C8

0 pD̊q.
Corollary 1 (by density): Also holds for u PW 1,p

0 pD̊q.
Corollary 2 (since B̄Bα � BαB̄): }u}Wk,p ¤ c}B̄u}Wk�1,p for all u PW k,p

0 pD̊q, k P N.
Proof is easy consequence of the boundedness of Lp ÑW 1,p : f ÞÑ K � f .

 Linear regularity theorem: Assume 1   p   8,m ¥ k ¥ 0 are integers, A P CmpD,EndRpCnqq
and f P Wm,ppD̊,Cnq. Then every weak solution u P LppD,Cnq to pB̄ � Aqu � f is in
Wm�1,p

loc on D̊, and for each 0   r   r1   1, there is a constant c ¡ 0 independent of u and
f such that

}u}Wm�1,ppD̊rq ¤ c}u}Wm,ppD̊r1 q � c}f}Wm,ppD̊r1 q.

 Corollary: If A and f are smooth, so is u.
 Lemma: If u PWm,ppD̊q and B̄u � f PWm,ppD̊q, then u PWm�1,ppD̊rq for each r   1.
Quick proof: After multiplying with a cuto� function, can assume without loss of generality
u has compact support in D̊. Choose an approximate identity ρj and consider uj :� ρj �u P
C8

0 pD̊q, which converge in Wm,p to u. Also B̄uj � ρj � B̄u � ρj � f �: fj converge in Wm,p

to f . Bound }uj � uk}Wm�1,p via the fundamental elliptic estimate: implies uj is also
Wm�1,p-Cauchy, thus u P Wm�1,p. (Accounting for the cuto� function, one obtains this
result for the original u on a slightly smaller domain.)

Suggested reading. For background details on Young's inequality, approximate identities, Fourier
transforms and tempered distributions, see [LL01] or [Wen20a]. A self-contained proof of the
Calderón-Zygmund inequality can be found in [Wena, �2.A]; it takes about seven pages.

For proofs of the essential properties of Sobolev spaces on bounded domains with smooth bound-
ary, see e.g. [Eva98]. There is also the more comprehensive treatment in [AF03], which will also
tell you what is known in cases where U � Rn is not bounded.

Our presentation of the linear regularity theorem follows [Wenc, �2.4.1], except that instead of
using di�erence quotients (which are not well suited for studying weak solutions of class Lp), we
used molli�ers. The molli�er argument is a very easy special case of something that is standard
in the theory of elliptic operators on closed manifolds, e.g. a more general and harder version of it
can be found in [Ebe]. We will use di�erence quotients next week to handle the nonlinear case.

Exercises (for the Übung on 15.11.2022). The most important exercises this week are the
�rst and the last, followed by Exercise 4.5 (on the Sobolev embedding theorem). If there is time to
spare in the Übung, we will use it to discuss a few useful consequences of the Sobolev embedding
theorem involving continuous product pairings.

Exercise 4.1. In lecture we proved that for any smooth function A : DÑ EndRpCnq, the equation
pB̄ � Aqu � 0 admits solutions u : Dϵ Ñ Cn on su�ciently small disks Dϵ � D having arbitrary
values at the point 0 P Dϵ; by elliptic regularity, such a solution will necessarily be smooth. Show
that if we allow weak solutions (i.e. solutions in the sense of distributions), then the local existence
result remains true under the weaker assumption that A : D Ñ EndRpCnq is of class Lp for some
p ¡ 2, and the solution might not be smooth, but will at least be continuous.
Remark: We will use this generalization next week in order to prove the similarity principle, an
important result about the local behavior of solutions to linear Cauchy-Riemann type equations.

Exercise 4.2. Prove the following variant of Young's inequality: If f P L1
locpRnq and U � Rn is a

bounded open subset, then for each p P r1,8s there exists a constant c ¡ 0 such that the estimate

}f � g}LppUq ¤ c}g}Lp
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holds for all g P LppRnq with support contained in U . Note that on the left hand side, we only
consider the Lp-norm over U , not over Rn.
Hint: The case p � 8 is easy. If p   8, let q P p1,8s such that 1

p � 1
q � 1, and apply Hölder's

inequality to the function

|fpx� yqgpyq| � |fpx� yq|1{p |gpyq| � |fpx� yq|1{q .
Exercise 4.3. Prove the following statements about Fourier transforms of tempered distributions.

(a) For any Λ P S 1pRnq and j � 1, . . . , n, the relationsyBjΛ � 2πipjpΛ and BjpΛ � F p�2πixjΛq
hold, where both expressions to the right of the equal sign are interpreted in terms of
products of smooth polynomial functions on Rn with tempered distributions.

(b) F pδq � 1 and F p1q � δ.
(c) The Fourier transform of any polynomial function P : Rn Ñ C is a linear combination of

derivatives of the δ-function, and vice versa.

The next part may require some knowledge of a basic result about the support of distributions.
By de�nition, the support supppΛq � U of a distribution Λ P D 1pUq is the complement of the
union of all open subsets O � U such that Λpφq � 0 whenever supppφq � O. A good example
to think about is the δ-function δ P D 1pRnq, which vanishes on every test function supported
in Rnzt0u, thus supppδq � t0u. The same obviously holds for all derivatives of δ. Conversely,
[Hör03, Theorem 2.3.4] says that every distribution with support contained in t0u is a linear
combination of derivatives of δ.

(d) The function fpzq :� 1{z belongs to L1
locpCq and de�nes a tempered distribution on C,

though globally, it belongs to neither L1pCq nor L2pCq. Compute its Fourier transform�
show, in particular, that pf is a very similar function that also has all of these properties.
Hint: f is closely related to our fundamental solution K for the B̄-equation, which satis�es
B̄K � δ.

Exercise 4.4. Given two vector bundles E,F Ñ M over the �eld F P tR,Cu, a linear map
L : ΓpEq Ñ ΓpF q is called a di�erential operator of order m (with smooth coe�cients) if
choosing local trivializations of E and F over any region U �M together with a chart U Ñ O � Rn

identi�es the map ΓpE|U q LÑ ΓpF |U q with a map of the form¸
|α|¤m

cαBα : C8pO,Fkq Ñ C8pO,Fℓq

for smooth functions cα : O Ñ HompFk,Fℓq, where we assume at least one of the cα with |α| � m
is nontrivial. The principal symbol of such an operator is the unique smooth �ber-preserving5

map σL : T�M Ñ HompE,F q such that for every p P M , λ P T�p M , η P ΓpEq and f P C8pM,Rq
satisfying fppq � 0 and pdfqp � λ,

σLpλqηppq � 1

m!
Lpfmηqppq.

We call L elliptic if for every p P M and every λ � 0 P T�p M , the linear map σLpλq : Ep Ñ Fp is
invertible.

5Here the term �ber-preserving means that for each p P M , σL maps T�p M smoothly to the vector space
HompEp, Fpq. Note however that the word �linear� was not included; in general, the map T�p M Ñ HompEp, Fpq

will be a homogeneous polynomial of degree m, so it is linear if and only if L is a �rst-order operator.
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(a) Convince yourself that the de�nition of σL described above does not depend on any choices,
and moreover, that two operators of order m have the same principal symbol if and only
if the di�erence between them is an operator of order strictly less than m.
Hint: Just write down a formula for σL in local coordinates/trivializations.

(b) ForM a complex manifold, E a complex vector bundles and D : ΓpEq Ñ ΓpHomCpTM,Eqq
a linear Cauchy-Riemann type operator, compute σD and show that D is elliptic if and
only if dimCM � 1.

Exercise 4.5. Find direct proofs of the following special cases of the Sobolev embedding theorem:

(a) If 2k ¡ n, then there is a continuous linear inclusion

W k,2pRnq ãÑ C0pRnq.
Hint: Show �rst that f P L2pRnq belongs to W k,2pRnq if and only if the product of its
Fourier transform pf P L2pRnq with the polynomial function Rn Ñ R : p ÞÑ p1� |p|2qk{2 is
also in L2pRnq. Then prove that pf P L1pRnq if 2k ¡ n. (Why is that good enough?)

(b) If 1   p   8 and 0   α ¤ 1� 1
p , then for any open interval U � R, there is a continuous

linear inclusion

W 1,p
0 pUq ãÑ C0,αpUq.

Hint: By density, it su�ces to prove that estimates of the form }f}C0 ¤ c}f}W 1,p and
|f |Cα ¤ c}f}W 1,p hold for all f P C8

0 pUq. Use the fundamental theorem of calculus, and
Hölder's inequality.

Exercise 4.6. Assume uj : DÑ Cn is a sequence of smooth solutions to equations of the form

pB̄ �Ajquj � fj

for C8-convergent sequences Aj Ñ A P C8pD,EndRpCnqq and fj Ñ f P C8pD,Cnq. Show:
(a) If there is a uniform bound }uj}Lp ¤ C for some p P p1,8q, then uj has a subsequence

converging in C8
loc on the open disk D̊.

(b) If uj is Lp-convergent to some function u P LppD,Cnq, then the converence is also in C8
loc

on D̊, and u is thus a smooth solution to pB̄ �Aqu � f on D̊.

Remark: If the convergence in part (a) were in C8 on the closed disk D instead of C8
loc on D̊,

it would follow (why?) that solution spaces of the equation pB̄ � Aqu � 0 on D are always �nite
dimensional. But that is false. It will become true when we consider equations of this type over
closed Riemann surfaces instead of the disk D.

5. Week 5

Übung (15.11.2022). One extra result was discussed in the problem class this week that then
needed to be used in the subsequent lecture: it's an improvement of Lecture 8's linear local
regularity theorem, stating that if u P Lp (1   p   8) is a weak solution to pB̄ � Aqu � 0 with
A P Cm on the disk D � C, then u is of class Wm�1,q on all smaller disks for every q P p1,8q, and
therefore (by the Sobolev embedding theorem) also of class Cm. The point of this statement is
that we need not have q � p, and the set of weak solutions of class Lp to the equation pB̄ �Aqu � 0
is therefore the same for any p P p1,8q. The proof (see e.g. [Wenc, Corollary 2.23]) uses both the
kp ¡ n and kp ¤ n cases of the Sobolev embedding theorem; the latter gives inclusionsW k,p ãÑ Lq

for q ¥ p in a certain range.
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Lecture 9 (15.11.2022): The Fredholm property.

 Global corollary of linear regularity: for a linear Cauchy-Riemann type operator D :
ΓpEq Ñ Ω0,1pΣ, Eq on a complex vector bundle E Ñ Σ, every weak solution of class
Lp
loc to Dη � 0 is smooth.

 Similarity principle: Given a solution η P ΓpEq to Dη � 0, every point z0 P Σ has a
neighborhood on which E admits a continuous local trivialization identifying η with a
holomorphic function. (Proof via local existence for complex-linear Cauchy-Riemann type
operators of class L8loc; cf. Exercise 4.1.)

 Corollary: Unless η � 0, zeroes of η are isolated, and have positive order in the case
rankCpEq � 1.

 Corollary of the corollary: For a closed Riemann surface Σ and a complex line bundle
E Ñ Σ with c1pEq   0, every Cauchy-Riemann type operator on E is injective.

 The Banach spaces CkpEq andW k,ppEq of sections of a vector bundle E Ñ Σ over a closed
manifold

 Cauchy-Riemann type operators D : Cm�1pEq Ñ CmpF q of class Cm for 0 ¤ m ¤ 8,
where F :� HomCpTΣ, Eq; locally D � B̄ �A for A P CmpD,EndRpCnqq

 Bundle metrics x , y, L2-pairings xξ, ηyL2 :� ³
Σ
xξ, ηy d vol and the formal adjoint operator

D� : Cm�1pF q Ñ CmpEq for a Cauchy-Riemann type operator D : Cm�1pEq Ñ CmpF q
of class Cm:

xξ,DηyL2 � xD�ξ, ηyL2 for all η P ΓpEq, ξ P ΓpF q.
 D� exists, is unique, and is also a Cauchy-Riemann type operator (see Exercise 5.2)
 Main theorem on the Fredholm property: For Σ a closed Riemann surface, E Ñ Σ a
complex vector bundle and D a Cauchy-Riemann type operator of class Cm on E, the
kernels of the bounded linear operators D : W k,ppEq Ñ W k�1,ppF q and D� : W k,ppF q Ñ
W k�1,ppEq for k P t1, . . . ,m � 1u and p P p1,8q are �nite-dimensional spaces of Cm-
sections that do not depend on the choice of k and p. Moreover, the targets of these
operators have splittings into closed L2-orthogonal subspaces

W k�1,ppF q � impDq ` kerpD�q and W k�1,ppEq � impD�q ` kerpDq.
 Corollary: D is a Fredholm operator for each k, p, i.e. kerpDq and cokerpDq :�W k�1,ppF q{ impDq �
kerpD�q are �nite dimensional, and its kernel and Fredholm index

indpDq :� dimkerpDq � dim cokerpDq � dimkerpDq � dimkerpD�q
are independent of k and p.

 Proof that kerpDq is independent of k and p: If m � 8 and Dη � 0 for η P W k,ppEq,
local regularity implies η P �

kPNW
k,ppEq � C8pEq � �

k,qW
k,qpEq. For m   8,

the proof requires the enhanced regularity result covered in the Übung, which implies
η P �1 q 8W

m�1,qpEq.
 Main tool: local regularity gave the estimate }u}Wk,ppD̊rq ¤ c}pB̄�Aqu}Wk�1,ppD̊q�c}u}Wk�1,ppD̊q
for u PW k,ppD̊q and r   1, which implies the global estimate

}η}Wk,ppEq ¤ c}Dη}Wk�1,ppF q � c}η}Wk�1,ppEq for all η PW k,ppEq.
 Useful properties of Sobolev spaces, part 1.5 (Rellich-Kondrachov):
On a bounded open domain U � Rn with B sU smooth, the inclusionsW k,ppUq ãÑW k�1,ppUq
are compact.
Global corollary: For a vector bundle E over a closed manifold, the inclusions W k,ppEq ãÑ
W k�1,ppEq are compact.
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 Lemma: Suppose X,Y, Z are Banach spaces, T : X Ñ Y is a bounded linear operator and
K : X Ñ Z is a compact linear operator, such that an estimate of the form

}x}X ¤ c}Tx}Y � c}Kx}Z for all x P X
holds. Then kerT � X is �nite dimensional and imT � Y is closed. (Proof by showing
bounded sequences in kerT have convergent subsequences.)

 Corollary: D and D� have �nite-dimensional kernels.

Lecture 10 (16.11.2022): Nonlinear regularity.

 Proof that W k�1,ppF q � impDq ` kerpD�q for a linear Cauchy-Riemann type operator
D : W k,ppEq Ñ W k�1,p

�
HomCpTΣ, Eq

�
of class Cm (m ¥ k � 1) on a complex vector

bundle E over a closed Riemann surface Σ.
 Useful properties of Sobolev spaces, part 2 (nonlinear):
Under the same assumptions as in part 1. . .
(1) Product pairings: If kp ¡ n, k ¥ m ¥ 0 are integers and k � n

p ¥ m� n
q , then there

is a continuous bilinear map

W k,ppUq �Wm,qpUq ÑWm,qpUq : pf, gq ÞÑ fg.

(2) Compositions: If kp ¡ n, Ω � RN is an open set and we de�ne

W k,ppU ,Ωq :�  
f PW k,ppU ,RN q �� fp sUq � Ω

(
,

which is an open subset of W k,ppU ,RN q by the Sobolev embedding theorem, then
there is a continuous map

CkpΩq �W k,ppU ,Ωq ÑW k,ppUq : pf, gq ÞÑ f � g.
 Regularity theorem for the inhomogeneous nonlinear Cauchy-Riemann equation

Bsupzq � Jpz, upzqqBtu � fpzq, given J : D̊� Cn Ñ J pCnq and f : D̊Ñ Cn.

Assume 1   p   8 and k P N satisfy kp ¡ 2, m ¥ 0 is an integer, J, J1, J2, . . . are of class
Cm and f, f1, f2, . . . are of class Wm,p. Then:
(1) Every solution u PW k,ppD̊q to Bsu� Jp�, uqBtu � f is of class Wm�1,p

loc .
(Corollary: if J and f are smooth, so is u.)

(2) Given Jj Ñ J in the Cm-topology and a sequence uj P W k,ppD̊q of solutions to
Bsuj � Jjp�, ujqBtuj � fj :
(a) If }uj}Wk,p and }fj}Wm,p are uniformly bounded on D̊, then }uj}Wk�1,p is uni-

formly bounded on all compact subsets.
(Corollary: If Jj Ñ J and fj Ñ f in C8, then uj converges in C8

loc to a solution
u to Bsu� Jp�, uqBtu � f .)

(b) If uj Ñ u in W k,p and fj Ñ f in Wm,p, then uj also converges to u in Wm�1,p
loc .

(Corollary: All reasonable topologies on a moduli space of J-holomorphic curves
are equivalent.

 Proof of theWm�1,p
loc -bound on uj by a rescaling trick: for any z0 P D̊, choosing coordinates

such that upz0q � 0 and Jpz0, 0q � i, and then replacing uj with the function pujpzq :�
ujpz0�ϵzq

ϵα for some α P p0, 1q with α ¤ k � 2
p transforms Bsuj � Jp�, ujqBtuj � fj into an

equation whose nonlinear part becomes vanishingly small.
 Sketch of the proof that u PWm�1,p

loc via di�erence quotients
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Suggested reading.

 Similarity principle: [Wena, �2.8]
 Banach spaces of sections of a bundle over a closed manifold: [Wenb, �A.2]
 The Fredholm property for Cauchy-Riemann type operators: [Wena, �3.3]; the presentation
there only considers operators of class C8, but there are no substantial di�erences in the
Cm case with m   8.

 Further useful properties of Sobolev spaces (products, composition, rescaling, di�erence
quotients): [Wenb, �A.1.3�A.1.4]

 Nonlinear regularity theorem: [Wenc, �2.4.2]

Exercises (for the Übung on 22.11.2022).

Exercise 5.1. Use the similarity principle to prove the following local results about J-holomorphic
maps u : pΣ, jq Ñ pM,Jq from a connected Riemann surface into an almost complex manifold.

(a) (Unique continuation) If u, v : pΣ, jq Ñ pM,Jq are two J-holomorphic maps with an inter-
section point upz0q � vpz0q such that the derivatives of u and v at z0 match to all orders
in some choice of local coordinates, then u � v.

Solution:
Since the question is purely local, we can choose coordinates near z0 on Σ and near
upz0q � vpz0q on M in order to assume without loss of generality that u and v are maps
DÑ Cn satisfying

Bsu� JpuqBtu � Bsv � JpvqBtv � 0 and up0q � vp0q � 0,

where J : Cn Ñ J pCnq is a smooth almost complex structure on Cn with Jp0q � i. (The
latter is possible because every complex structure on a vector space matches the standard
one under a suitable choice of basis, but since the almost complex structure on M might
not be integrable, we cannot assume J matches i at more than one point. We are using
the knowledge that j is integrable, since dimΣ � 2, i.e. the coordinates we have chosen on
Σ near z0 are holomorphic, so that jBs � Bt and jBt � �Bs.)

Now add the assumption that in the chosen coordinates,

Bαup0q � Bαvp0q
for all multi-indices α; one can show that if this is true in some particular choice of
coordinates, then it is also true for all other choices. The function h :� v � u : D Ñ Cn

now satis�es Bαhp0q � 0 for all α, so Taylor's formula implies that for every k P N, there
exists a constant Ck ¡ 0 such that

(5.1) |hpzq| ¤ Ck|z|k for all z P D.

We will now show that h also satis�es a linear Cauchy-Riemann type equation, making it
subject to the similarity principle. Indeed, for each z P D, we �nd
Bshpzq � JpupzqqBthpzq � rBsvpzq � JpvpzqqBtvpzqs � rBsupzq � JpupzqqBtupzqs

� rJpvpzqq � Jpupzqqs Btvpzq
� � rJpvpzqq � Jpupzqqs Btvpzq

� �
�» 1

0

B
Bτ Jpupzq � τhpzqq dτ



Btvpzq

� �
�» 1

0

DJpupzq � τhpzqqhpzq dτ


Btvpzq �: �Apzqhpzq,
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where at the end we are de�ning the smooth function A : DÑ EndRpCnq by

Apzqw :�
�» 1

0

DJpupzq � τhpzqqw dτ


Btvpzq P Cn.

If we also de�ne sJ : DÑ J pCnq by sJpzq :� Jpupzqq, this calculation shows that h satis�es
the linear PDE

(5.2) Bshpzq � sJpzqBthpzq �Apzqhpzq � 0.

If sJ were identically equal to the standard complex structure i, then (5.2) would precisely
match pB̄ � Aqh � 0, our usual expression for a linear Cauchy-Riemann type equation
written in a local trivialization. The following observation shows that (5.2) is in fact
equivalent to an equation of that form. We can view h as a section of the trivial real
vector bundle D � Cn Ñ Dn, which is also a complex vector bundle on which we de�ne
the complex structure on the �ber over z P D to be sJpzq : Cn Ñ Cn. As a complex vector
bundle, it admits a complex local trivialization on some neighborhood Dϵ � D of 0, which
literally means a smooth map of the form

Φ : Dϵ � Cn Ñ Dϵ � Cn : pz, vq ÞÑ pz,Ψpzqvq
such that for each z P D, Ψpzq is a complex-linear isomorphism from pCn, sJpzqq to pCn, iq.
In other words, Ψpzq : Cn Ñ Cn is real-linear, invertible, and satis�es Ψpzq sJpzq � iΨpzq.
This local trivialization identi�es our section h with the function

fpzq :� Ψpzqhpzq P Cn,

which then satis�es

B̄f � Bs pΨhq � iBt pΨhq � Ψ Bsh� iΨ Bth� pBsΨ� i BtΨqh
� Ψ Bsh�Ψ sJ Bth� pBsΨ� i BtΨqh � �ΨAΨ�1f � pBsΨ� i BtΨqΨ�1f,

thus we obtain pB̄�Bqf � 0 if we set B :� ΨAΨ�1�pB̄ΨqΨ�1. This shows that h is indeed
in the kernel of a linear Cauchy-Riemann type operator on the bundle D�Cn Ñ D, so by
the similarity principle, one can �nd another local trivialization as described above such
that the function Ψ : Dϵ Ñ EndRpCnq is continuous and f � Ψh is holomorphic. Since
Ψpzq is invertible for all z, h is then identically zero if and only if f is identically zero. If
it is not, then f has a zero of �nite order at 0, implying that it satis�es an estimate of the
form

|fpzq| ¥ c|z|m
on some neighborhood of 0 P D for some c ¡ 0 and m P N. Since Ψ is continuous, it follows
that h also satis�es an estimate of this form, which contradicts (5.1).

(b) (Critical points are isolated) If u : pΣ, jq Ñ pM,Jq is J-holomorphic and its �rst derivative
Tz0u : Tz0Σ Ñ Tupz0qM vanishes at some point z0 P Σ, then either u is constant or z0 has
a neighborhood U � Σ such that u is immersed on Uztz0u.

Solution:
As in part (a), we can assume after choosing coordinates that u is a map D Ñ Cn satis-
fying Bsu � JpuqBtu � 0 with up0q � 0, where J : Cn Ñ J pCnq satis�es Jp0q � i. The
complex-linearity of Dupzq at each point implies that Btu vanishes wherever Bsu does, so
the goal is to show that if Bsup0q � 0 but Bsu is not identically zero, then the zero of Bsu
at 0 is isolated. Applying Bs to the equation Bsu� JpuqBtu � 0 gives

BspBsuq � JpuqBtpBsuq � rDJpuqBsus Btu � 0,
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which can be rewritten in the form BspBsuq � sJpBsuq �ABsu for smooth functions sJ : DÑ
J pCnq and A : D Ñ EndRpCnq. By the same argument used in part (a), the similarity
principle now implies that Bsu is either identically zero or has isolated zeroes.

Exercise 5.2. Assume E Ñ Σ is a complex vector bundle over a Riemann surface pΣ, jq, and let

Λ1,0T�Σ, Λ0,1T�Σ

denote the complex line bundles over Σ whose �bers at a point z P Σ are the spaces of complex-
linear and complex-antilinear maps TzΣÑ C respectively. The complex dual bundle of TΣ is thus
Λ1,0T�Σ, and there are natural complex vector bundle isomorphisms

F :� HomCpTΣ, Eq � Λ0,1T�Σb E, and HomCpTΣ, Eq � Λ1,0T�Σb E.

Choose Hermitian bundle metrics x , y on E and TΣ and observe that they determine real bundle
metrics

x , yR :� Rex , y
that are invariant under the respective complex structures on these bundles, e.g. we have xX,Y yR �
xjX, jY yR for all X,Y P TzΣ at a point z P Σ. Viewing x , yR as a Riemannian metric on Σ, the
induced area form d vol P Ω2pΣq is then given by

d volpX,Y q :� xiX, Y yR.
(a) Show that the bundle metric on TΣ determines a natural complex vector bundle isomor-

phism F � TΣb E, and thus determines a natural Hermitian bundle metric x , y on F .

Solution:
To avoid confusion in the following, we will always write x , yV for the chosen Her-
mitian bundle metric on any given complex vector bundle V such as E, F or TΣ, and
x , yRV :� Rex , yV for its real part. We will also write x , yCn for the standard Hermitian
inner product on Cn, whose real part x , yRCn is then the standard Euclidean inner product
on R2n � Cn.

We already have a natural isomorphism F � Λ0,1T�ΣbE, so it su�ces to observe that
the Hermitian bundle metric x , yTΣ determines an isomorphism6

TΣÑ Λ0,1T�Σ : X ÞÑ x�, XyTΣ.

The resulting isomorphism TΣ b E Ñ HomCpTΣ, Eq identi�es X b η for X P TzΣ and
η P Ez at a point z P Σ with the complex-antilinear map

TzΣÑ Ez : Y ÞÑ xY,XyTΣ � η.
The tensor product TΣ b E inherits a natural Hermitian bundle metric from the bundle
metrics on TΣ and E such that

xX b η, Y b ξyTΣbE � xX,Y yTΣ � xη, ξyE P C

for X,Y P TzΣ and η, ξ P Ez at any point z P Σ. This determines a bundle metric x , yF
on F via the isomorphism above.

6Our convention here is that xX,Y y is complex linear with respect to Y and antilinear with respect to X. The
bijective real-linear bundle map TΣ Ñ Λ1,0T�Σ : X ÞÑ xX, �yTΣ is thus not a complex bundle isomorphism, as it is
not complex linear. Real vector bundles are always isomorphic to their dual bundles, but this is not true of complex
bundles in general; one can show that it is not true in particular whenever the �rst Chern class is nonzero.
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In the following, we use the real parts of the bundle metrics on E and (via part (a)) F together
with the area form on Σ to de�ne real-valued L2-pairings for sections of E or F , which determine
the notion of formal adjoint operators. With this understood, suppose D : Cm�1pEq Ñ CmpF q is
a linear Cauchy-Riemann type operator of class Cm on E.

(b) Show that a formal adjoint D� : Cm�1pF q Ñ CmpEq for D exists, is unique, and can be
identi�ed in suitable local trivializations and coordinates with operators of the form

�B �A : Cm�1pD,Cnq Ñ CmpD,Cnq,
where B :� Bs � iBt and A P CmpD,EndRpCnqq.

Solution:
The existence and uniqueness of the formal adjoint is a general fact about di�erential op-
erators on Euclidean vector bundles. In the present context, one can see it as follows. As
preparation, we need to be fairly explicit about how to identify D locally with an operator
of the form B̄ � A. Suppose U � Σ is a region that can be identi�ed with the unit disk
D � C via a choice of holomorphic coordinate, and that there also exists a trivialization
of E over U that identi�es x , yE with the standard inner product x , yCn . These choices
identify ΓpE|U q with C8pD,Cnq and ΓpF |U q with Ω0,1pD,Cnq, i.e. we shall view the re-
striction of D to the region U � Σ as a Cauchy-Riemann type operator of class Cm on the
trivial vector bundle D� Cn Ñ D. The operator

D0 : C8pD,Cnq Ñ Ω0,1pD,Cnq, D0f :� df � i df � i
is a smooth Cauchy-Riemann type operator on this trivial bundle, so it follows that D and
D0 di�er by a zeroth-order term, meaning

Df � D0f �Af dz̄

for some function A : D Ñ EndRpCnq. At this stage we have not yet fully trivialized the
bundle F over U , but our coordinates and trivialization of E naturally determine such a
trivialization: it amounts to identifying Ω0,1pD,Cnq with C8pD,Cnq via the correspondence
g dz̄ ÞÑ g, and since

B̄f dz̄ � pBsf � iBtfqpds� i dtq � Bsf ds� Btf dt� i pBtf ds� Bsf dtq
� df � i df � i � D0f,

the expression above for D on the trivial bundle D � Cn Ñ D is now identi�ed with the
operator

D � B̄ �A : Cm�1pD,Cnq Ñ CmpD,Cnq,
where the assumption that D is of class Cm means that A : D Ñ EndRpCnq is a Cm-
function. So far this is nothing new, but I wanted to be explicit about the local trivialization
that we are using on F .

We assumed above that the trivialization of E|U is chosen to identify x , yE with x , yCn ,
but we are not free to make any similar assumption about the bundle metrics on TΣ and F ,
e.g. this would impose an extra condition on our holomorphic coordinate over U , which
might not be attainable. The good news however is that since TΣ has complex rank 1,
all Hermitian inner products at any point are real multiplies of each other, so under the
chosen identi�cation of ΓpTΣ|U q with C8pD,Cq, we can write

x , yTΣ � h x , yC
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for some smooth function h : DÑ p0,8q. Since xi�, �yRC � ds^ dt on C, this same function
gives us a formula for the area form d vol, namely

d vol � h ds^ dt.

Similarly, under the isomorphism ΓpTΣ|U q � C8pD,Cq, the vector �eld represented by a
function g : D Ñ C is sent by the bundle isomorphism TΣ Ñ Λ0,1T�Σ : X ÞÑ x�, XyC to
the p0, 1q-form λ P Ω0,1pD,Cq given by

λzpY q � hpzqx�, gpzqyC � hpzqgpzqx�, 1yC � hpzqgpzq dz̄,
so in particular, this isomorphism identi�es the p0, 1q-form dz̄ with the vector �eld 1{h. Us-
ing the prescription of part (a) for de�ning x , yF , it follows that in our chosen trivialization
of F |U , with E-valued p0, 1q-forms written as functions f, g : DÑ Cn,

xf, gyF � xp1{hq b f, p1{hq b gyTΣbE � x1{h, 1{hyTΣ � xf, gyE � 1

h
xf, gyCn .

Putting all this together, if we restrict the de�ning relation
³
Σ
xξ,DηyRF d vol �

³
Σ
xD�ξ, ηyRE d vol

for the formal adjoint operator to sections with compact support in U and write it in our
chosen trivializations, it takes the form»

D

1

h
xf, pB̄ �AqgyRCn h ds^ dt �

»
D
xD�f, gyRCn h ds^ dt for f, g P C8

0 pD,Cnq.

Writing B :� Bs � iBt, integration by parts allows us to rewrite the left hand side as»
D
xp�B �AT qf, gyRCn ds^ dt �

»
D

B
1

h
p�B �AT qf, g

FR

Cn

h ds^ dt,

where for each z P D, AT pzq P EndRpCnq denotes the transpose of Apzq with respect to the
standard Euclidean inner product. This can only be true for all f and g if D� : ΓpF |U q Ñ
ΓpE|U q is given by the formula

(5.3) D� � 1

h
p�B �AT q : Cm�1pD,Cnq Ñ CmpD,Cnq.

In this way, the uniqueness of D� is established, and its existence can now also be deduced
by using a partition of unity to write any given pair of sections η P ΓpEq and ξ P ΓpF q as
�nite sums of sections with compact supports in su�ciently small neighborhoods on which
suitable coordinates and trivializations are de�ned, then piecing together �nitely-many
copies of (5.3) to produce a global formula for D�.

Finally, note that if we adjust our chosen local trivialization of E by multiplication with
the positive function h, then the local formula (5.3) for D� becomes �B�AT , and clearly
AT is of class Cm if A is.

For the rest of this exercise, let us assume for simplicity that m � 8. The conjugate sE Ñ Σ of
a complex vector bundle E Ñ Σ is de�ned as the same real vector bundle (since every complex
bundle is also a real bundle) but with the complex structure J : sE Ñ sE de�ned by multiplication
with �i instead of i.

(c) Show that the conjugate sE of a complex vector bundle E is always isomorphic to the
complex dual bundle E�. What choices need to be made in order to de�ne an explicit
isomorphism?

Solution:
Here is a useful notational device for dealing with conjugate bundles. Whenever η P E, let
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us write the same element as η̄ P sE whenever it is regarded as an element of the conjugate
bundle. In this way, the map

E Ñ sE : η ÞÑ η̄

can be understood as the identity map since E and sE are the same set, and it is also a real

bundle isomorphism, but not a complex bundle isomorphism since the complex structures
on E and sE are di�erent. In fact, η ÞÑ η̄ is a complex-antilinear map Ez Ñ sEz for each
z P Σ, so it satis�es the easy-to-remember formula

cη � c̄η̄ for all c P C, η P E,
where c̄ just means the usual complex conjugate of a complex number c P C. With this
notation in place, we can choose a Hermitian bundle metric on E, de�ne a real-linear
bundle isomorphism by sE Ñ E� : η̄ ÞÑ xη, �yE ,
and observe that it is also complex linear since for any c P C, it sends cη̄ � c̄η to xc̄η, �yE �
cxη, �y.

(d) Show that the complex line bundle Λ1,0T�Σb Λ0,1T�Σ is trivial.

Solution:
By part (c), Λ1,0T�Σ is isomorphic to TΣ, thus it su�ces to show that TΣ b Λ0,1T�Σ is
trivial. The pairing

TΣb Λ0,1T�ΣÑ C : sX b λ ÞÑ λpXq
de�nes a complex-linear bundle map to the trivial complex line bundle; it is complex
linear due to the fact that both λ and sX ÞÑ X are complex antilinear. This bundle map is
manifestly surjective on every �ber, and since TΣbΛ0,1T�Σ is a line bundle, it is therefore
also injective on every �ber.

(e) Find an isomorphism between the complex vector bundles sE and HomCpTΣ, sF q that
identi�es the map �D� : ΓpF q Ñ ΓpEq with a linear Cauchy-Riemann type operator
Γp sF q Ñ Ω0,1pΣ, sF q.
Solution:
To start with, we have a natural isomorphism F � Λ0,1T�Σ b E. Here are some easy
observations:
 Analogously to part (c), any choice of Hermitian bundle metric on a bundle E deter-
mines an isomorphism

E Ñ Λ0,1E� : η ÞÑ x�, ηyE ,
where Λ0,1E� is the bundle whose �ber over z P Σ is the space of complex-antilinear
maps Ez Ñ C. (Similarly, Λ1,0E� is just fancy notation for the dual bundle E�.) A
special case of this is the observation from our solution to part (a) that the bundle
metric x , yTΣ determines a bundle isomorphism

TΣÑ Λ0,1T�Σ.

 There is a natural isomorphism between the conjugate bundle of Λ0,1T�Σ and Λ1,0T�Σ,
and vice versa. Indeed, Λ0,1T�Σ is isomorphic to TΣ and Λ1,0T�Σ is the dual space
or TΣ, which by part (c) is isomorphic to TΣ. Both of these isomorphisms de-
pend on the choice of bundle metric x , yTΣ, but it turns out that the resulting
isomorphism Λ0,1T�ΣÑ Λ1,0T�Σ does not depend on this choice. To see this, recall
that the isomorphism TΣ Ñ Λ0,1T�Σ sends X to x�, XyTΣ, while the isomorphism



GROMOV-WITTEN THEORY, WINTERSEMESTER 2022�2023, HU BERLIN 29

TΣ Ñ Λ1,0T�Σ sends sX to xX, �yTΣ, so if we write λ :� x�, XyTΣ P Λ0,1T�Σ, the
isomorphism Λ0,1T�ΣÑ Λ1,0T�Σ sends sλ to the dual vector µ P Λ1,0T�Σ given by

µpY q � xX,Y yTΣ � xY,XyTΣ � λpY q,
giving rise to the choice-independent formula

Φ : Λ0,1T�ΣÑ Λ1,0T�Σ, ΦpsλqY :� λpY q for λ P Λ0,1T�z Σ, Y P TzΣ, z P Σ.

Similarly, an isomorphism from the conjugate of Λ1,0T�Σ to Λ0,1T�Σ is given by

Ψ : Λ1,0T�ΣÑ Λ0,1T�Σ, ΨpsµqY :� µpY q for µ P Λ1,0T�z Σ, Y P TzΣ, z P Σ.

 For any two complex bundles E,F over Σ, there is a natural isomorphism

E b F Ñ sE b sF : η b ξ ÞÑ sη b sξ.
In light of the natural isomorphism HomCpTΣ, F q � Λ1,0T�ΣbF and the fact from part (d)
that Λ1,0T�Σb Λ0,1T�Σ is a trivial line bundle, we have

HomCpTΣ, F q � Λ1,0T�Σb F � Λ1,0T�Σb Λ0,1T�Σb E � E,

and thussE � Λ1,0T�Σb F � Λ1,0T�Σb sF � Λ0,1T�Σb sF � HomCpΣ, sF q
as claimed. For the moment, let us use the isomorphism E � HomCpTΣ, F q to view
�D� : ΓpF q Ñ ΓpEq as an operator

�D� : ΓpF q Ñ ΓpHomCpTΣ, F qq �: Ω1,0pΣ, F q.
We claim that from this perspective, �D� satis�es the modi�ed Leibniz rule

�D�pfξq � fp�D�qξ � pBfqξ for all ξ P ΓpF q, f P C8pΣ,Rq,
where we abbreviate

Bf :� df � i df � j P Ω1,0pΣ,Cq
so that pBfqξ can be understood as an F -valued p1, 0q-form. Operators satisfying this
type of Leibniz rule are sometimes called anti-Cauchy-Riemann type operators on the
bundle F . We will then show in a second step that an anti-Cauchy-Riemann type operator
on F is equivalent to a Cauchy-Riemann type operator on its conjugate bundle.

To prove the claim, suppose η P ΓpEq, ξ P ΓpF q and f P C8pΣ,Rq. By the de�ning
relation of the formal adjoint and the Leibniz rule for D, we have»

Σ

x�D�pfξq, ηyRE d vol � �
»
Σ

xfξ,DηyRF d vol � �
»
Σ

xξ, fDηyRF d vol

� �
»
Σ

xξ,Dpfηq � pB̄fqηyRF d vol

� �
»
Σ

xD�ξ, fηyRE d vol�
»
Σ

xξ, pB̄fqηyRF d vol

�
»
Σ

xfp�D�qξ, ηyRE d vol�
»
Σ

xξ, pB̄fqηyRF d vol .

The Leibniz rule �D�pfξq � fp�D�qξ�pBfqξ will now follow if and only if the last integral
in this expression can be rewritten as

³
Σ
xpBfqξ, ηyRE d vol, where we use the isomorphism

Λ1,0T�ΣbF � E to identify pBfqξ P Ω1,0pΣ, F q with a section of E. Observe that since f
is real-valued, the complex-valued 1-forms B̄f and Bf are related to each other by complex
conjugation. The desired relation is thus immediate from the following formula relating



30 CHRIS WENDL

the bundle metrics on E and F under the natural isomorphisms in our picture: for all
z P Σ, λ P Λ1,0T�z Σ, v P Ez and w P Fz,

xw, sλb vyF � xλb w, vyE ,
where on the left hand side, complex conjugation gives sλ P Λ0,1T�z Σ and we use the natural
isomorphism Λ0,1T�z ΣbEz � Fz to interpret sλb v as an element of Fz, while on the right
hand side, the isomorphism Λ1,0T�z Σb Fz � Ez interprets λb w as an element of Ez. To
verify this formula, note that λ � xX, �yTΣ for a unique X P TzΣ, and we can also write
w � sµ b u P Λ0,1T�z Σ b Ez � Fz for some µ P Λ1,0T�z Σ and u P Ez, where µ � xY, �yTΣ

and thus sµ � x�, Y yTΣ for a unique Y P TzΣ. This yields
xw, sλb vyF � xsµb u, sλb vyΛ0,1T�ΣbE � xsµ, sλyΛ0,1T�Σ � xu, vyE � xY,XyTΣ � xu, vyE .
Turning attention to the right hand side and recalling how the trivialization of Λ1,0T�Σb
Λ0,1T�Σ was de�ned, we have

xλb w, vyE � xλb sµb u, vyE � xλpY qu, vyE � λpY qxu, vyE ,
and by de�nition λpY q � xX,Y yTΣ � xY,XyTΣ, thus the two sides match as claimed,
completing the proof that �D� : ΓpF q Ñ Ω1,0pΣ, F q is an anti-Cauchy-Riemann type
operator.

For the �nal step, we claim that on any complex vector bundle E Ñ Σ, there is a canon-
ical bijection relating Cauchy-Riemann type operators on E to anti-Cauchy-Riemann type
operators on sE, which will therefore change �D� into a Cauchy-Riemann type operator
on sF . To see the correspondence, write F :� HomCpTΣ, Eq � Λ0,1T�Σb E as usual, and
associate to any linear map D : ΓpEq Ñ ΓpF q the linear map sD : Γp sEq Ñ Γp sF q de�ned bysDsη :� Dη.

In light of the natural isomorphism sF � Λ0,1T�Σb E � Λ0,1T�Σb sE � Λ1,0T�Σb sE �
HomCpTΣ, sEq, sD can then be interpreted as a map Γp sEq Ñ Ω1,0pΣ, sEq, and from this
perspective, it is straightforward to show that sD is an anti-Cauchy-Riemann type operator
if and only if D is of Cauchy-Riemann type.

(f) Compute a formula relating c1pEq and c1p sF q. (You will need this in Exercise 5.4 below.)

Solution:
We need a few basic facts about the �rst Chern number as preparation. We shall only
consider bundles over a closed Riemann surface, since that is what is required for our
purposes, but most of the following is also true more generally.

First, we claim that for any two complex line bundles E,F Ñ Σ,

c1pE b F q � c1pEq � c1pF q.
Proof: just choose generic smooth sections η P ΓpEq and ξ P ΓpF q, preferably with disjoint
zero sets, and count (with signs!) the zeroes of η b ξ P ΓpE b F q.

Caution: Unlike the very similar formula for the �rst Chern number of a direct sum,
the formula for c1pE b F q is not true in general for bundles of higher rank!

Second, we claim that the �rst Chern numbers of any complex vector bundle E and its
dual bundle E� are related by

c1pE�q � �c1pEq.
If E is a line bundle, we can conclude this from the observation that the pairing

E� b E Ñ C : λb η ÞÑ λpηq
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de�nes an isomorphism from E�bE to the trivial complex line bundle; the latter has �rst
Chern number 0, so this implies

0 � c1pE� b Eq � c1pE�q � c1pEq
due to the �rst claim above. Now, if E has higher rank, then it can be split into a direct sum
of line bundles E1` . . .`Em.7 There is then a natural isomorphism E� � E�

1 ` . . .`E�
m,

so the direct sum property of c1 together with the rank 1 case gives

c1pE�q � c1pE�
1 q � . . .� c1pE�

mq � �c1pE1q � . . .� c1pEmq � �c1pEq.
Finally, we note that sE is always isomorphic to E�, thus

c1p sEq � �c1pEq.
Now let's compute c1pF q. We can write E � E1 ` . . . ` Em for suitable line bundles

E1, . . . , Em Ñ Σ, and using the isomorphism

F � Λ0,1T�Σb E � TΣb E � TΣb pE1 ` . . .` Emq �
mà
j�1

TΣb Ej ,

we use the direct sum property and the tensor product formula for line bundles to deduce

c1pF q �
m̧

j�1

c1pTΣb Ejq �
m̧

j�1

rc1pTΣq � c1pEjqs � mc1pTΣq �
m̧

j�1

c1pEjq

� mc1pTΣq � c1pEq � mχpΣq � c1pEq,
where in the last step we have appealed to the Poincaré-Hopf theorem to introduce the
Euler characteristic. We conclude

c1p sF q � � rankCpEq � χpΣq � c1pEq.
Exercise 5.3. In lecture we proved that the bounded linear map

D :W k,ppEq ÑW k�1,p
�
HomCpTΣ, Eq

�
de�ned via a linear Cauchy-Riemann type operator D of class Cm for m ¥ k � 1 and p P p1,8q
on a complex vector bundle E Ñ Σ over a closed Riemann surface Σ has �nite-dimensional kernel
and cokernel. Prove that when m � 8, this is also true for the linear map D : ΓpEq Ñ Ω0,1pΣ, Eq,
and indpDq :� dimkerpDq � dim cokerpDq P Z is the same as in the Sobolev space setting.
Hint: One cannot repeat the same arguments we used in lecture to prove this, because ΓpEq and
Ω0,1pΣ, Eq are not Banach spaces. Try instead combining the result from lecture with regularity
results.

Solution:
Abbreviate F :� HomCpTΣ, Eq. The linear regularity theorem proved in lecture implies that the
kernel of the map D : W k,ppEq Ñ W k�1,ppF q is the same for every k P N and p P p1,8q, and is
identical to the kernel of its restriction D : ΓpEq Ñ ΓpF q to the space of smooth sections. The
same of course applies to the formal adjoint D�, and we claim

ΓpF q � impDq ` kerpD�q,
7This is not true for arbitrary complex vector bundles, but is true whenever the base is a Riemann surface. The

reason is that if the base is only 2-dimensional, but the bundle has rank more than 1, then the total space has
real dimension strictly greater than 4, and generic perturbations of any section will therefore avoid intersecting the
zero-section, meaning that one can always �nd a nowhere-zero section. Such a section generates a rank 1 subbundle
E1 � E, so after choosing a bundle metric, one obtains a splitting E � E1 `EK

1 . If E
K
1 still has rank more than 1,

the same argument can now be repeated for EK
1 to split it further.
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where impDq is understood as the set of all Dη for smooth sections η P ΓpEq. Indeed, given
ξ P ΓpF q, ξ also belongs to each of the Sobolev spaces W k,ppF q, for which we established a similar
splitting in lecture, thus we can write ξ � Dη � α for some η P W k�1,ppEq and a uniquely
determined α P kerpD�q. By regularity, α is smooth, so the right hand side of the equation
Dη � ξ � α is also smooth, and the same regularity theorem then implies that η is smooth, which
proves the claim. We therefore obtain a natural isomorphism cokerpDq � ΓpF q{ impDq � kerpD�q,
and since the latter is the same space in the smooth case as in the Sobolev setting, dim cokerpDq
is therefore also the same.

Exercise 5.4. The Riemann-Roch formula states that for any linear Cauchy-Riemann type
operator D : ΓpEq Ñ Ω0,1pΣ, Eq on a complex vector bundle E Ñ Σ of rank n P N over a closed
connected Riemann surface Σ of genus g ¥ 0,8

indpDq � p2� 2gqn� 2c1pEq P Z,
where c1pEq in this context is an abbreviation for the �rst Chern number xc1pEq, rΣsy P Z. We
will prove this in full generality within the next few weeks, but the goal of this exercise is to prove
the case where Σ has genus zero.

(a) Show that indpD0q � indpD1q for any two linear Cauchy-Riemann type operators D0,D1 :
ΓpEq Ñ Ω0,1pΣ, Eq on the same bundle.
Hint: The following result from functional analysis may serve as a black box. If T : X Ñ Y
is a Fredholm operator between two Banach spaces and K : X Ñ Y is a compact operator,
then T �K is also Fredholm and has the same index as T .

Solution:
We can write D1η � D0η � Aη where A : E Ñ F is a bundle map. (For simplicity
let's assume D0 and D1 are both of class C8, so that A is a smooth bundle map, but
this isn't strictly necessary.) For any choice of k P N and p P p1,8q, the di�erence
D1 �D0 :W k,ppEq ÑW k�1,ppF q thus takes the form

W k,ppEq ÑW k�1,p : η ÞÑ Aη,

which in local trivializations looks like the product of a vector-valued function η : DÑ Cn

of class W k,p with a smooth matrix-valued function A : D Ñ EndRpCnq. This map can
also be presented as the composition of the inclusion W k,ppEq ãÑ W k�1,ppEq with the
bounded linear map

W k�1,ppEq ÑW k�1,p : η ÞÑ Aη,

and this composition is a compact operator since, by the Rellich-Kondrashov theorem,
the inclusion W k,ppEq ãÑ W k�1,ppEq is compact. By the general functional-analytic fact
stated in the hint, it follows that indpD0q � indpD1q.

(b) Use the similarity principle to prove that if g � 0 and n � 1, then D is always injective or
surjective, depending on the value of c1pEq.
Hint: Use the formal adjoint D� to characterize the surjectivity of D.

Solution:
If c1pEq ¤ �1, then the similarity principle implies immediately that D is injective, be-
cause any nontrivial solution η P ΓpEq to Dη � 0 would need to have isolated zeroes

8Since D is in general real linear but not complex linear, the dimensions in our de�nition of indpDq are real
dimensions. In complex algebraic geometry, where Cauchy-Riemann type operators are always complex linear, the
Fredholm index is normally de�ned in terms of complex dimensions, thus the Riemann-Roch formula often appears
instead as indpDq � np1� gq � c1pEq.
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that all count positively, implying c1pEq ¥ 0. If on the other hand c1pEq ¥ �1, then the
calculation in Exercise 5.2(f) implies

c1p sF q � �χpS2q � c1pEq � �2� c1pEq ¤ �1,
and since �D� is equivalent to a Cauchy-Riemann type operator on sF , the same applica-
tion of the similarity principle implies that D� is injective, and D is therefore surjective.
(Observe that in the case of a line bundle over S2 with c1pEq � �1, we are now done with
the calculation: D must in this case be an isomorphism, hence indpDq � 0.)

(c) Deduce the Riemann-Roch formula for g � 0 and n � 1 by constructing for each integer
k ¥ �1 a holomorphic vector bundle Ek Ñ S2 � CYt8u with c1pEkq � k and computing
explicitly the dimension of its space of holomorphic sections.

Solution:
The following bit of topological background knowledge will be important: two complex
line bundles E0, E1 Ñ Σ over a closed connected Riemann surface Σ are isomorphic if and
only if c1pE0q � c1pE1q. If you haven't seen this fact before, here is a quick proof for
the case of bundles over S2 � C Y t8u. First, we claim that if E Ñ S2 has c1pEq � 0,
then E is trivial. Indeed, choose a section η P ΓpEq that is nonzero at (and therefore also
in a neighborhood of) the point at 8. Over C � S2zt8u, one can choose a connection
and use parallel transport along rays from the origin to construct a trivialization of E,
so E|C is trivial and a choice of trivialization identi�es the restricted section η|C with a
function η : C Ñ C that has no zeroes outside of some compact disk DR � C for R ¡ 0
large. If η is chosen so that its zero-set is �nite, then its algebraic count of zeroes is then
given by the winding number of η around the circle BDR, which must therefore be zero if
c1pEq � 0. But this winding condition implies that η can be modi�ed in some compact
subset of the interior of DR to a function that has no zeroes at all, thus producing a global
nowhere-zero section η P ΓpEq. On a line bundle, the existence of such a section implies
that the bundle is trivial, proving the claim. Now for any two line bundles E0, E1 Ñ S2

with c1pE0q � c1pE1q, we have c1pE0bE�
1 q � c1pE0q� c1pE1q � 0, implying that E0bE�

1

is trivial. Since E�
1 b E1 is also trivial (cf. the solution to Exercise 5.2(f)), it follows that

E0 � E0 b pE�
1 b E1q � pE0 b E�

1 q b E1 � E1.

Now recall that by part (a), the index of a Cauchy-Riemann type operator on any complex
vector bundle depends only on the bundle, not on the choice of operator. It follows that
the Riemann-Roch formula for line bundles over S2 will be established if we can show that
for every k P Z, there exists a speci�c line bundle Ek Ñ S2 with c1pEkq � k with a speci�c
Cauchy-Riemann type operator for which the formula is correct.

Here is a construction of such a bundle for arbitrary k P Z. Let Ep1q and Ep2q denote
two copies of the trivial holomorphic line bundle C� CÑ C, and de�ne

Ek :� pEp1q \ Ep2qq{pz, vq � Φkpz, vq,
where Φk : Ep1q|Czt0u Ñ Ep2q|Czt0u is a bundle isomorphism covering the biholomorphic
map z ÞÑ 1{z and de�ned by Φkpz, vq � p1{z, gkpzqvq, with

gkpzqv :� 1

zk
v.

The function gkpzq is a holomorphic transition map, so Ek has a natural holomorphic
structure and thus carries a complex-linear Cauchy-Riemann operator Dk whose kernel is
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the space of holomorphic sections. Regarding a function f : C Ñ C as a section of Ep1q,
we have

Φkp1{z, fp1{zqq � pz, zkfp1{zqq,
which means that f extends to a smooth section of Ek if and only if the function gpzq �
zkfp1{zq extends smoothly to z � 0. It follows that c1pEkq � k, as one can choose fpzq � 1
for z in the unit disk and then modify gpzq � zk to a smooth function that algebraically
has k zeroes at 0 (note that an actual modi�cation is necessary only if k   0). Similarly,
the holomorphic sections of Ek can be identi�ed with the entire functions f : CÑ C such
that zkfp1{zq extends holomorphically to z � 0; if k   0 this implies f � 0, and if k ¥ 0 it
means fpzq is a polynomial of degree at most k, hence dimkerDk � 2�2k. Now if k ¥ �1,
the solution to part (b) tells us that Dk must be surjective, and its index is therefore

indpDkq � dimkerpDkq � 2� 2k � χpS2q � 2c1pEkq.
This establishes the Riemann-Roch formula for all line bundles over S2 with c1 ¥ �1. If
on the other hand we are given a line bundle E Ñ S2 with c1pEq ¤ �1, then writing
F :� HomCpTΣ, Eq, Exercise 5.2(f) gives c1p sF q � �χpS2q � c1pEq ¥ �2 � 1 � �1, and
since �D� is a Cauchy-Riemann type operator on sF , we conclude that D� satis�es the
Riemann-Roch formula, and thus

indpDq � � indpD�q � � �
χpS2q � 2c1p sF q� � �χpS2q � 2

��χpS2q � c1pEq
�

� χpS2q � 2c1pEq.
(d) Deduce the case g � 0 and n ¡ 1 by splitting an arbitrary higher-rank bundle into a sum

of line bundles.

Solution:
Assume E � E1` . . .`En for line bundles E1, . . . , En Ñ S2, and D : ΓpEq Ñ Ω0,1pS2, Eq
is a Cauchy-Riemann type operator. Since indpDq depends only on the bundle and
not the choice of operator, we are free to replace D with a di�erent Cauchy-Riemann
type operator for convenience, and we can do so by choosing on each of the line bun-
dles Ej Ñ S2 a Cauchy-Riemann type operator Dj : ΓpEjq Ñ Ω0,1pS2, Ejq. Writing
ΓpEq � ΓpE1q` . . .`ΓpEnq and Ω0,1pS2, Eq � Ω0,1pS2, E1q` . . .`Ω0,1pS2, Enq, it is easy
to check that the operator ΓpEq Ñ Ω0,1pS2, Eq de�ned in block form by

D :�

���D1 . . . 0
...

. . .
...

0 . . . Dn

��: ΓpE1q ` . . .` ΓpEnq Ñ Ω0,1pS2, E1q ` . . .` Ω0,1pS2, Enq

is also a Cauchy-Riemann type operator on E, with index

indpDq � indpD1q � . . .� indpDnq.
Applying the rank 1 case of the Riemann-Roch formula, we conclude

indpDq �
ņ

j�1

�
χpS2q � 2c1pEjq

� � nχpS2q � 2c1pEq.

6. Week 6

This week was cancelled because I got Covid-19. I cannot recommend it.
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7. Week 7

This week was also cancelled because I still had Covid-19, and I still cannot recommend it.

8. Week 8

Lecture 11 (06.12.2022): Local existence of J-holomorphic curves.

 Nonlinear local existence theorem: Assume J P J pCnq is a smooth almost complex struc-
ture such that (without loss of generality) Jp0q � i, and a1, . . . , am P Cn are constants for
some m ¥ 0. Then:
(1) For any ϵ ¡ 0 su�ciently small, there exists a J-holomorphic map u : pDϵ, iq Ñ pCn, Jq

satisfying up0q � 0 and Bku
Bzk p0q � ak for each k � 1, . . . ,m.

(2) Given a map u as in the statement above and a C8
loc-convergent sequence of almost

complex structures Jj Ñ J on Cn, there also exists for su�ciently large j a sequence
uj : pDϵ, iq Ñ pCn, Jjq of Jj-holomorphic maps satisfying the same conditions at 0 as
u and converging in C8

loc to u.
 Remarks:

(1) In light of the Cauchy-Riemann equation, the partial derivatives Bku
Bzk p0q for k �

0, . . . ,m (excluding derivatives with respect to z̄) determine Bαup0q for all multi-
indices with |α| ¤ m. (See Exercise 8.1.)

(2) There is no uniqueness. For holomorphic functions, specifying Bku
Bzk p0q for k � 0, . . . ,m

still allows an in�nite-dimensional space of solutions; specifying them for all k ¥ 0
would produce uniqueness but kill existence (the Taylor series might never converge).

 Preparation 1: B̄ :W k,ppDq ÑW k�1,ppDq has a bounded right inverse for every k P N and
1   p   8. Proof follows from k � 1 case and linear regularity using a bounded extension
operator W k�1,ppDq ÑW k�1,p

0 pD1�ϵq.
 Preparation 2: Di�erential calculus in Banach spaces

� De�nition of the derivative for maps X � U fÝÑ Y where X,Y are Banach spaces
and U � X is open

� Maps f : U Ñ Y of class Ck

� Inverse function theorem (the case Dfpx0q : X Ñ Y invertible)
� Implicit function theorem (the case Dfpx0q : X Ñ Y surjective with a bounded right
inverse); why having a bounded right inverse is important

 Continuous multilinear maps are smooth
 Useful lemma: Assume U � Rn is open and bounded, and for any �nite-dimensional vector
space V , the symbol XpU , V q denotes a Banach space whose elements are continuous func-
tions sU Ñ V , possibly satisfying additional conditions, such that the following properties
hold:
(1) (C0-inclusion) The inclusion XpU , V q ãÑ C0pU , V q is a continuous map
(2) (Banach algebra) Pointwise multiplication de�nes a continuous bilinear map

XpU ,HompRm,RN qq �XpU ,Rmq Ñ XpU ,RN q : pA, uq ÞÑ Au

(3) (Ck-continuity) For any convex open set Ω � Rm and every function f : Ω Ñ RN of
class Ck for some integer k ¥ 0, there is a continuous map

(8.1) Φf : XpU ,Ωq Ñ XpU ,RN q : u ÞÑ f � u,
where we denote XpU ,Ωq :�  

u P XpU ,Rmq �� up sUq � Ω
(
. (By the C0-inclusion prop-

erty, this is an open subset of XpU ,Rmq.)
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Then if f is additionally of class Ck�r for some r P N, it follows that the map Φf in
(8.1) is of class Cr, and its �rst derivative DΦf puq : XpU ,Rmq Ñ XpU ,RN q at any point
u P XpU ,Ωq is given by

DΦf puqη � pDf � uqη P XpU ,RN q for η P XpU ,Rmq,
an expression that makes sense due to the Ck-continuity (Df : Ω Ñ HompRm,RN q is of
class Ck) and Banach algebra properties.
Quick proof sketch: By induction, it su�ces to consider the case r � 1 and prove the
stated formula for DΦf puq. We use the fundamental theorem of calculus to write down a
formula for the remainder }η} �Rpηq � Φf pu� ηq � Φf puq � pDf � uqη as an integral, and
then deduce from the Ck-continuity property that limηÑ0Rpηq � 0.
Example: The lemma can be applied with X :�W k,p if kp ¡ n.

 Remark: With similar methods and a little extra e�ort, one can also often show that the
map Ck�rpsΩ,RN q �XpU ,Ωq Ñ XpU ,RN q : pf, uq ÞÑ f � u is of class Cr.

 Proof of the nonlinear local existence theorem: After rescaling to zoom in around 0 P D,
it su�ces to look for solutions de�ned on the unit disk under the assumption that J is
arbitrarily C8-close to i. Then pick k P N and p P p1,8q with kp ¡ 2 and consider the
�local moduli space�

M :�  pJ, uq P Ck�m�1pD2n,EndRpCnqq �W k�m,ppD,Cnq �� F pJ, uq :� Bsu� pJ � uqBtu � 0
(
.

The map F : Ck�m�1 �W k�m,p Ñ W k�m�1,p is of class C1 and its derivative at a point
pi, uq PM contains the surjective term B̄ :W k�m,p ÑW k�m�1, so by the implicit function
theorem, M is a C1-Banach submanifold near the set of points pi, uq with u : D Ñ Cn

holomorphic. One then uses the surjectivity of B̄ again and the existence of i-holomorphic
maps DÑ Cn with arbitrary derivatives at 0 with respect to z up to order m to show that
the map

MÑ Ck�m�1 � Cnpm�1q : pJ, uq ÞÑ
�
J, up0q, BuBz p0q, . . . ,

Bmu
Bzm p0q



is a submersion near such points.

Lecture 12 (07.12.2022): Moduli spaces and bubbling analysis.

 De�nition of energy for a J-holomorphic curve u : pΣ, jq Ñ pM,Jq in a symplectic manifold
pM,ωq with J P Jτ pM,ωq:

Eωpuq :�
»
Σ

u�ω.

Tameness implies Eωpuq ¥ 0, with equality if and only if u is (locally) constant.
 De�nitions of moduli spaces:

Mg,mpJq :� tpΣ, j, ζ, uqu L �
where pΣ, jq is a closed connected Riemann surface of genus g, ζ � pζ1, . . . , ζmq are distinct
points in Σ, u : pΣ, jq Ñ pM,Jq is a J-holomorphic map, and pΣ, j, ζ, uq � pΣ1, j1, ζ 1, u1q if
and only if there is a biholomorphic map φ : pΣ, jq Ñ pΣ1, j1q with φpζq � ζ 1 (preserving
the order) and u1 � φ � u. Also for A P H2pMq,

Mg,mpJ,Aq :�
 rpΣ, j, ζ, uqs PMpJq �� rus :� u�rΣs � A

(
,

and for a subset X � J pMq,
Mg,mpXq :�

 pJ, Uq �� U PMg,mpJq
(
,

with Mg,mpX,Aq de�ned similarly.
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 Topologies of the moduli spaces: say pJk, Ukq converges to pJ, Uq inMg,mpJ pMqq if Jk Ñ J
in C8 and there exists a �xed surface Σ with �xed marked points ζ � pζ1, . . . , ζmq in Σ
such that for large k, Uk � rpΣ, jk, ζ, ukqs and U � rpΣ, j, ζ, uqs with jk Ñ j and uk Ñ u
in the C8-topology on Σ.

 Statement of Gromov's compactness theorem (vague version): Mg,mpJ pMqq embeds natu-
rally as an open subset of a metrizable spaceMg,mpJ pMqq such that for any C8-convergent
sequence of symplectic forms ωk Ñ ω on M and C8-convergent sequence of tame almost
complex structures J pM,ωkq Q Jk Ñ J P J pM,ωq, any sequence Uk P Mg,mpJkq with
Eωk

pUkq uniformly bounded has a subsequence convergent to an element of Mg,mpJq.
 Corollary (since Eωpuq � xrωs, rusy depends only on rus P H2pMq): the spaces Mg,mpJ,Aq
are compact.

 Regularity lemma: Choose Riemannian metrics on Σ and M , suppose pΣ, jq is a Riemann
surface and Σ1 � Σ2 � . . . � �

kPN Σk � Σ are nested open subsets with complex structures
jk P J pΣkq that converge in C8

locpΣq to j, J1, J2, . . . , J P J pMq are almost complex
structures on M with C8

loc-convergence Jk Ñ J , and uk : pΣk, jkq Ñ pM,Jkq is a sequence
of Jk-holomorphic curves. If the sequence uk is uniformly C1-bounded on compact subsets
of Σ, then it has a subsequence C8

loc-convergent to a J-holomorphic curve u : pΣ, jq Ñ
pM,Jq.
Proof: For any z0 P Σ, we can use nonlinear local existence to compose uk with a convergent
sequence of jk-holomorphic charts and thus identify a neighborhood of z0 in pΣk, jkq with
pD, iq. Then apply our local nonlinear regularity theorem to turn uniform W 1,p-bounds for
p ¡ 2 (which follow from C1-bounds) intoW k,p

loc -bounds; then apply the Sobolev embedding
theorem and Arzelà-Ascoli.

 Rescaling/bubbling �lemma�: Under the same assumptions except that uk is uniformly
C0- but not C1-bounded on compact subsets, it follows that a nonconstant J-holomorphic
plane v : pC, iq Ñ pM,Jq �bubbles o��.
Proof: Assuming |dukpzkq| �: Rk Ñ 8, choose ϵk Ñ 0 such that ϵkRk Ñ 8, and use
C1-bounds to show that the reparametrized disks vk : DϵkRk

Ñ M : z ÞÑ ukpzk � z{Rkq
have a subsequence convergent in C8

locpCq to a map v : C Ñ M with |dvp0q| � 1. This
requires:

 The Hofer lemma: Assume pX, dq is a complete metric space with a continuous function
g : X Ñ r0,8q, x0 P X and ϵ0 ¡ 0. Then there exist x P X with dpx0, xq ¤ 2ϵ0 and
ϵ ¡ 0 with ϵ ¤ ϵ0 such that ϵgpxq ¥ ϵ0gpx0q and g ¤ 2gpxq on the closed ball of radius ϵ
around x.

 If Jk P J pM,ωkq and J P J pM,ωq with ωk Ñ ω and the energies Eωk
pukq are bounded, it

follows that Eωpvq   8.
 Statement of Gromov's removable singularity theorem: If J P Jτ pM,ωq and u : pDzt0u, iq Ñ
pM,Jq is J-holomorphic with bounded image and Eωpuq   8, then u has a smooth (and
therefore J-holomorphic) extension to D.

 Improved rescaling/bubbling lemma: Under the same assumptions, if the almost complex
structures Jk are tame and the energies Eωk

pukq are bounded, it follows that there exists
a nonconstant J-holomorphic sphere v : pS2 � CY t8u, iq Ñ pM,Jq.

Lecture 13 (07.12.2022): Bubble trees.

 Proof of the continuous extension in the removable singularity theorem: reparametrize via
r0,8q�S1 Ñ Dzt0u : ps, tq ÞÑ e�2πps�itq so that u is a J-holomorphic map pr0,8q�S1, iq Ñ
pM,Jq with bounded image and Eωpuq   8. Bubbling analysis implies |du| is bounded,
since otherwise a nonconstant plane with zero energy would bubble o�. Then for any
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sequence sk Ñ 8, uk : r�sk,8q � S1 ÑM : ps, tq ÞÑ ups� sk, tq is C1-bounded and must
have a subsequence converging in C8

loc to a J-holomorphic map u8 : pR� S1, iq Ñ pM,Jq
with zero energy, i.e. constant. One then needs to show that for all choices of sequence
sk Ñ8 and subsequence, one gets the same constant; this follows from:

 Monotonicity lemma: Assume pM,ωq is a compact symplectic manifold with J P J pM,ωq,
and introduce the Riemannian metric gpX,Y q :� 1

2 pωpX,JY q � ωpY, JXqq. There exist
constants c,R ¡ 0 such that for every r P p0, Rq and p P M , every proper J-holomorphic
curve u : pΣ, jq Ñ pBrppq, Jq passing through p satis�es

³
Σ
u�ω ¥ cr2.

(This is really a result from minimal surface theory; we are taking it as a black box.)
 Energy quantization lemma: On any closed symplectic manifold pM,ωq with J P J pM,ωq,
there exists a constant ℏ ¡ 0 such that every nonconstant J-holomorphic sphere u :
pS2, iq Ñ pM,Jq satis�es Eωpuq ¥ ℏ.
Proof by contradiction using a compactness argument; bubbling is easy to exclude.

 Main result on bubble trees: Assume ωk Ñ ω are C8-convergent symplectic forms on
a closed manifold M with C8-convergent tame almost complex structures Jτ pM,ωkq Q
Jk Ñ J P Jτ pM,ωq, pΣ, jq is a closed Riemann surface with a C8-convergent sequence of
complex structures jk Ñ j, and uk : pΣ, jkq Ñ pM,Jkq is a sequence of Jk-holomorphic
curves with bounded energy Eωk

pukq. Then there exists a �nite subset Γ � Σ such that
after replacing uk with a subsequence:
(1) uk converges in C8

loc on ΣzΓ to a J-holomorphic curve u8 : pΣzΓ, jq Ñ pM,Jq with
Eωpu8q   8, which therefore has a smooth extension to Σ.

(2) Each ζ P Γ corresponds to a �nite �tree� of J-holomorphic spheres v1ζ , . . . , v
Nζ

ζ :

pS2, iq Ñ pM,Jq, called �bubbles�, such that for large k,

ruks � ru8s �
¸
ζPΓ

Nζ¸
i�1

rviζs P H2pMq.

Proof sketch: Energy quantization implies bubbles can form by rescaling near at most
�nitely many points Γ � Σ, so away from this set, there are C1-bounds and uk thus has
a convergent subsequence. Each ζ P Γ has a positive mass that measures the amount
of energy getting concentrated in arbitrarily small neighborhoods of ζ as k Ñ 8. Given
zk Ñ ζ with |dukpzkq| Ñ 8, do the rescaling around zk so that vk : DϵkRk

Ñ M has³
D v

�
kωk � mζ � ℏ

2 . Now there is a �nite set Γ1 � C such that vk is C1-bounded away
from Γ1, and each point in Γ1 likewise has a positive mass, and one can rescale in the same
manner around each. Since each nontrivial bubble has energy at least ℏ and the energies
of uk are bounded, this process must eventually stop, giving �nitely many bubbles.

 The moduli space Mg,m of marked Riemann surfaces (i.e. taking pM,Jq to be a point),
identi�cation of Mg,m with J pΣq{DiffpΣ, ζq for a model genus g surface Σ with marked
points ζ1, . . . , ζm P Σ and

DiffpΣ, ζq :�  
φ P DiffpΣq �� φpζiq � ζi for all i � 1, . . . ,m

(
.

 Proposition: If g ¥ 1 or m ¥ 3, the action of DiffpΣ, ζq on J pΣq is proper.
Proof: Need to show that if φk : pΣ, j1kq Ñ pΣ, jkq are degree 1 holomorphic maps with
jk Ñ j and j1k Ñ j1 in J pΣq, then φk has a convergent subsequence.
Case g ¡ 0: π2pΣq � 0 implies pΣ, jq admits no nonconstant holomorphic spheres, so there
can be no bubbling.
Case g � 0 and m ¥ 3: There may be bubbling, but at most one bubble and it absorbs all
the energy, so φk converges outside of one point to a constant, which is impossible since
each φk �xes at least three distinct points.
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 Corollary: In these cases, the automorphism group

AutpΣ, j, ζq :�  
φ P DiffpΣ, ζq �� φ : pΣ, jq Ñ pΣ, jq holomorphic

(
is always compact. (Notice that this is not true for pS2, iq with fewer than three marked
points.)

Suggested reading.

 Background on di�erential calculus in Banach spaces: [Lan93, Chapters XIII�XIV], and
see also [Lan99, Chapters II�III] for the basic notions involving Banach manifolds and
Banach space bundles

 Di�erentiability of maps between Banach spaces: [Wena, �2.12]; the �useful lemma� about
u ÞÑ f � u is Lemma 2.12.5, and its extension for the map pf, uq ÞÑ f � u is Lemma 2.12.7.
These results are based on a more abstractly-stated lemma in the paper [El��67], which is
one of the standard references for constructions of Banach manifold structures on spaces
of maps from one manifold to another.

 Nonlinear local existence: [Wena, 2.13]
 Bubbling analysis: The basic rescaling argument (including the Hofer lemma) that our
bubbling analysis is based on is covered in [Wena, �5.3], where it is applied toward proving
a speci�c compactness result needed for Gromov's nonsqueezing theorem. That presenta-
tion doesn't go into the topic of bubble trees, but [MS12, �4.6�4.7] gives a more detailed
presentation on that. For Gromov's removable singularity theorem, see [Wenc, �9.1].

Exercises. There will again be no Übung next week, but these exercises may be discussed in
the �rst Übung after the holidays. Exercise 8.2 is somewhat hard, but if you recognize that a
parametric local existence result for J-holomorphic curves is required, then you've understood the
main idea.

Exercise 8.1. For functions of a complex variable z � s� it, recall the formal partial di�erential
operators

B
Bz :� 1

2

� B
Bs � i

B
Bt


,

B
Bz̄ :� 1

2

� B
Bs � i

B
Bt


.

Show that if J P J pCnq is an almost complex structure on Cn with Jp0q � i and u, v : pD, iq Ñ
pCn, Jq are two J-holomorphic maps with up0q � vp0q � 0 and

Bku
Bzk p0q �

Bkv
Bzk p0q for all k � 1, . . . ,m,

then also Bαup0q � Bαvp0q for all multi-indices of order |α| ¤ m.

Exercise 8.2. Suppose pM,Jq is an almost complex manifold of real dimension 4 and Σ � M is
the image of an embedded closed J-holomorphic curve with trivial normal bundle. Prove that Σ
then has a neighorhood U �M that can be identi�ed di�eomorphically with Σ� D̊ so that Σ itself
is identi�ed with Σ� t0u and the almost complex structure J on Σ� D̊ takes the form

Jpw, zq �
�
jpw, zq 0
ypw, zq i



on Tpw,zqpΣ� D̊q � TwΣ` C

where jpw, zq : TwΣ Ñ TwΣ and ypw, zq : TwΣ Ñ C satisfy rjpw, zqs2 � �1 and ypw, zqjpw, zq �
iypw, zq � 0. Would you expect a result like this to hold if dimM ¡ 4?
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9. Week 9

Lecture 14 (13.12.2022): Deligne-Mumford compactness.

 Uniformization theorem (classical Riemann surface theory): every simply connected Rie-
mann surface is biholomorphically equivalent to either (1) pS2 � CY t8u, iq, (2) pC, iq, or
(3) pH :� tIm z ¡ 0u � C, iq

 Corollaries (1): For all j P J pS2q, pS2, jq � pS2, iq. Since

AutpS2, iq �
#
φ : S2 Ñ S2

����� φpzq � az � b

cz � d
for

�
a b
c d



P SLp2,Cq

+
� SLp2,CqLt�1u �: PSLp2,Cq

contains a unique map that sends any given three points to any other given three points,
this implies M0,k is a one-point space for k � 0, 1, 2, 3.

 Corollaries (3): One can show that H �  
s� it

�� s P R, t ¡ 0
(
with the Riemannian metric

gP :� 1

t2
pds2 � dt2q

is isometric to the hyperbolic plane. It follows that this metric is complete with constant
Gaussian curvature KG � �1 and de�nes the standard conformal structure of pH, iq.
Moreover,

IsompH, gP q � AutpH, iq � PSLp2,Rq,
i.e. the isometries of pH, gP q are precisely the fractional linear transformations on S2 that
preserve H. It follows that any Riemann surface whose universal cover is pH, iq admits a
metric of constant negative curvature; by Gauss-Bonnet, this excludes e.g. T2.

 Corollaries (2): If pΣ, jq has universal cover pC, iq, then pΣ, jq � pC{Γ, iq for a freely acting
discrete subgroup Γ � AutpC, iq; since AutpC, iq consists of a�ne maps and most of them
have a �xed point, Γ consists only of translations. There are three options:
(1) Γ trivial: then pΣ, jq � pC, iq � pS2zt8u, iq.
(2) Γ cyclic: then pΣ, jq � pC{wZ, iq for some w P Czt0u, and this is equivalent to

C{iZ � pR� S1, iq � pS2zt0,8u, iq.
(3) Γ a lattice: then pΣ, jq � pC{paZ� bZq, iq for some real-linearly independent a, b P C,

and this is equivalent to C{pZ � wZq for some w P H, which is equivalent to a torus
T2 � R2{Z2 with a translation-invariant complex structure. This proves there is a
surjective map

HÑM1,0 : w ÞÑ rpC{pZ� wZq, i,Hqs .
 Corollaries (3), continued: if pΣ, jq has universal cover pH, iq, then pΣ, jq � pH{Γ, iq
for a freely acting discrete subgroup Γ � AutpH, iq � IsompH, gP q, thus pΣ, jq admits
a Poincaré metric gj , which is complete, de�nes the same conformal structure as j, and
has constant curvature �1. (Exercise 9.1 below shows that gj is unique.)

 Most important corollary/de�nition: Suppose pΣ, jq is a closed connected Riemann surface
and ζ � Σ is a �nite set. Call pΣ, j, ζq stable if χpΣzζq   0, i.e. 2g �m ¥ 3. In this case,
pΣzζ, jq has a unique Poincaré metric. Stability excludes only the four cases g � 0 with
m   3 and g � 1 with m � 0.

 De�nition: a pair-of-pants decomposition of a stable marked Riemann surface pΣ, j, ζq
is a �nite collection of disjoint closed geodesics C � Σzζ (with respect to the Poincaré
metric) such that each component of Σzpζ YCq has the homotopy type of a disk with two
holes.
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 Observe: the Euler characteristic of a pair of pants is �1, thus a pair-of-pants decomposi-
tion of pΣ, j, ζq contains �χpΣzζq pieces. (Stability is obviously necessary.)

 Fact from hyperbolic geometry: on a pair of pants pP, gq with complete metric g of constant
curvature �1 and geodesic boundary, the lengths of the boundary components determine
g up to di�eomorphism. (This also allows �boundary components of length 0�, understood
as cusps/punctures at which P is noncompact.)

 Important theorem of Bers (quoted without proof): For each g,m ¥ 0 with 2g �m ¥ 3,
there exists a universal constant C � Cpg,mq ¡ 0 such that every marked Riemann surface
pΣ, j, ζq with genus g and m marked points and Poincaré metric gj admits a pair-of-pants
decomposition de�ned by closed geodesics of length ¤ C.

 Corollary: If 2g � m ¥ 3 and rpΣk, jk, ζkqs P Mg,m is a sequence admitting pair-of-
pants decompositions whose geodesics all satisfy δ ¤ length ¤ C for some δ ¡ 0, then a
subsequence converges to some element of Mg,m.

 The alternative: some geodesics in the pair-of-pants decompositions collapse in the limit
to length 0. (illustrated with pictures)

 De�nition: a nodal marked Riemann surface withmmarked points is a tuple pS, j, ζ,∆q,
where pS, jq is a closed (but possibly disconnected) Riemann surface, ζ is an ordered set of
m distinct points in S, and∆ is an unordered set of unordered pairs

 tz�1 , z�1 u, . . . , tz�N , z�Nu(
of distinct points in Szζ; each matched pair tz�i , z�i u P ∆ is called a node, and the in-
dividual points z�i are called nodal points. We say pS, j, ζ,∆q � pS1, j1, ζ 1,∆1q if there
exists a biholomorphic map φ : pS, jq Ñ pS1, j1q that sends ζ to ζ 1 preserving the order
and sends each node of ∆ to a node of ∆1. We call pS, j, ζ,∆q stable if every connected
component Σ � Szpζ Y ∆q has χpΣq   0. If the closed surface pS formed by performing
connected sums on S at each of its nodal pairs tz�i , z�i u is connected with genus g, then
we say pS, j, ζ,∆q has arithmetic genus g.

 De�nition: for 2g �m ¥ 3,

Mg,m :� tstable nodal Riemann surfaces of arithmetic genus g with m marked pointsu L � .

There is a natural inclusion

Mg,m ãÑMg,m : rpΣ, j, ζqs ÞÑ rpΣ, j, ζ,Hqs.
 Deligne-Mumford compactness theorem: Mg,m admits a natural topology as a compact
metrizable space such that the inclusion Mg,m ãÑMg,m is a continuous map onto an open
and dense subset.

 Remark: There is no de�nition of Mg,m for 2g�m   3. Thanks to uniformization, Mg,m

in these cases is easy enough to understand without compactifying.

Lecture 15 (14.12.2022): Gromov compactness.

 Topology of Mg,m: de�ning a neighborhood base of rpS, j, ζ,∆qs by pre-gluing to replace
neighborhoods of nodes with long �necks� pr�R,Rs � S1, iq.

 Remark: If we did not require stability for elements of Mg,m, it would not be Hausdor�.
(Non-stable sphere components with one or two nodal points could be added arbitrarily to
limits of sequences.)

 Nodal J-holomorphic curves in pM,Jq: pS, j, ζ,∆, uq such that pS, j, ζ,∆q is a nodal marked
Riemann surface (not necessarily stable) and u : pS, jq Ñ pM,Jq is a J-holomorphic curve
with upz�q � upz�q for each node tz�, z�u P ∆. Say pS, j, ζ,∆, uq � pS1, j1, ζ 1,∆1, u1q if
there is an equivalence of nodal marked Riemann surfaces φ : pS, j, ζ,∆q Ñ pS1, j1, ζ 1,∆1q
such that u1 � φ � u. Call pS, j, ζ,∆, uq stable if for every connected component Σ �
Szpζ Y∆q, either χpΣq   0 or u|Σ is nonconstant.
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 De�nition:

Mg,mpJq :� tstable nodal J-holomorphic curves of arithmetic genus g with m marked pointsu L � .

There is a natural inclusion

Mg,mpJq ãÑMg,mpJq : rpΣ, j, ζ, uqs ÞÑ rpΣ, j, ζ,H, uqs
if we exclude from Mg,mpJq all elements with 2g�m   3 and u constant. We will always
exclude these henceforth.

 Convergence in Mg,mpJq: given rpS, j, ζ,∆, uqs P Mg,mpJq, let pS denote a closed surface
of genus g with a �nite collection of disjoint circles C � pS such that pSzC can be iden-
ti�ed di�eomorphically with Sz∆. (One obtains such a surface by performing connected
sums on S at the nodes.) We can view j as a smooth complex structure on pSzC that
degenerates along C, and u|Sz∆ � u|

pSzC has a continuous extension over pS that is con-
stant on each component of C. We say a sequence rpΣk, jk, ζk, ukqs P Mg,mpJq converges
to rpS, j, ζ,∆, uqs if for large k, rpΣk, jk, ζk, ukqs � rppS, j1k, ζ, u1kqs for sequences of complex
structures j1k Ñ j converging in C8

locppSzCq and maps u1k Ñ u converging in both C8
locppSzCq

and C0ppSq.
 Energy: for J P Jτ pM,ωq and U � rpS, j, ζ,∆, uqs PMg,mpJq, de�ne

EωpUq :�
»
S

u�ω � xrωs, rusy

where rus :� u�rSs P H2pMq. For each A P H2pMq write
Mg,mpJ,Aq :�

 rpS, j, ζ,∆, uqs PMg,mpJq
�� rus � A

(
.

 Gromov's compactness theorem: Assume M is closed with a C8-convergent sequence
ωk Ñ ω of symplectic forms on M and a C8-convergent sequence of tame almost complex
structures Jτ pM,ωkq Q Jk Ñ J P Jτ pM,ωq. If Uk P Mg,mpJkq has uniformly bounded
energy Eωk

pUkq, then it has a subsequence convergent to an element of Mg,mpJq.
Corollary: Mg,mpJ,Aq is compact for each J P Jτ pM,ωq and A P H2pMq.

 Proof sketch for a sequence of non-nodal curves rpΣk, jk, ζk, ukqs PMg,mpJq:
� Step 1: Bubbling analysis and energy quantization ñ there exists a number N ¥

0 and a sequence Θk � Σkzζk of sets of N extra marked points such that each
pΣk, jk, ζk YΘkq is stable, and for the Poincaré metric gk on Σkzpζk YΘkq, the maps
uk satisfy a bound

|dukpzq| � injradgkpzq ¤ C

with a constant C ¡ 0 independent of k and z P Σkzpζk Y Θkq. (Here we use the
injectivity radius to control how close z is to a marked point or a collapsing geodesic.)

� Step 2: By Deligne-Mumford compactness, a subsequence of rpΣk, jk, ζk Y Θkqs P
Mg,m�N converges to some rpS, j, ζYΘ,∆qs PMg,m�N . Writing pS for a closed surface
of genus g with a �nite collection of disjoint circles C � pS such that pSzC � Sz∆,
we can now assume without loss of generality that for large k, Σk � pS, ζk � ζ,
Θk � Θ, jk Ñ j in C8

locppSzCq and |duk| is uniformly bounded on compact subsets ofpSzpCY ζYΘq. Regularity then gives a subsequence such that uk converges in C8
loc onpSzpC Y ζ YΘq � Szp∆Y ζ YΘq to a J-holomorphic map u8 : pSzp∆Y ζ YΘq, jq Ñ

pM,Jq, which has �nite energy due to the uniform energy bound. Gromov's removable
singularity theorem thus extends u8 smoothly over S.
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� Step 3: |dukpzkq| can still blow up along sequences zk P pSzpC Y ζ YΘq accumulating
at at most �nitely many points in C Y ζ Y Θ. One then �nds bubble trees at these
points, with only �nitely many bubbles due to the uniform energy bound and energy
quantization. Bubbles add extra spherical components to the nodal Riemann surface
pS, j, ζ Y Θ,∆q and may make it non-stable, but the bubbling analysis guarantees
that every bubble with fewer than three marked or nodal points is a nonconstant
J-holomorphic sphere, producing a limiting nodal J-holomorphic curve that is stable.

Lecture 16 (14.12.2022): The Riemann-Roch formula.

 Assume pΣ, jq is a closed connected Riemann surface, E Ñ Σ is a complex vector bundle
of rank n, F :� HomCpTΣ, Eq and D : ΓpEq Ñ ΓpF q � Ω0,1pΣ, Eq is a linear Cauchy-
Riemann type operator. We showed in Lecture 9 that D is a Fredholm operator, and we
now want to show that its index is

indpDq � nχpΣq � 2c1pEq.
Note that D is in general a real -linear (not complex-linear) operator, and this is its real

Fredholm index.
 Observe: if we can prove the formula for n � 1, then the general case follows just by
considering direct sums of line bundles. We assume from now on that E Ñ Σ is a line
bundle.

 Striking coincidence: the line bundle HomCpE,F q is isomorphic to TΣb E b E and thus
has c1pHomCpE,F qq � χpΣq�2c1pEq, the same integer that appears in the Riemann-Roch
formula. This number is thus the algebraic count of zeroes of a generic complex-antilinear
map bundle map E Ñ F .

 Idea of Taubes: by a zeroth-order (and thus compact) perturbation, we can replace D with
D� τA for some section A P HomCpE,F q without changing the index. Choose A to have
only �nitely many positive zeroes Z� and negative zeroes Z� � Σ, all with order �1. Main
theorem: for τ " 0, the kernel of D � τA has a basis consisting of one section ηζ P ΓpEq
for each positive zero ζ P Z�, such that ηζ looks like a Gaussian in coordinates near ζ and
is very small away from ζ. A similar statement holds for the formal adjoint pD� τAq� and
the negative zeroes ζ P Z�. The Riemann-Roch formula follows since

indpDq � indpD�τAq � dimkerpD�τAq�dimkerppD�τAq�q � #Z��#Z� � c1pHomCpE,F qq.
 Warmup case: take Σ � T2 and E � T2 � C � F with D � B̄ � Bs � iBt : C8pT2,Cq Ñ
C8pT2,Cq and an antilinear zeroth-order perturbation A : C8pT2,Cq Ñ C8pT2,Cq, which
can be written as Aη � βη̄ for some function β : T2 Ñ C. Since the bundle is trivial, we are
free to assume β is nowhere zero, so there is an estimate |Aη| ¥ c|η| at every point. Claim:
Dτ :� B̄ � τA is an isomorphism for all τ " 0, and thus has index χpT2q � 2c1pEq � 0. It
su�ces to prove that Dτ is injective, since the same argument then applies to its formal
adjoint. This is proved using the Weitzenböck formula

D�
τDτη � B̄�B̄η � τ2A�Aη � τpBβqη̄.

 General Weitzenböck formula for a Cauchy-Riemann type operator D : ΓpEq Ñ ΓpF q and
antilinear perturbation Dτ :� D� τA with A P ΓpHomCpE,F qq: There exists a real-linear
bundle map B : E Ñ E such that

D�
τDτη � D�Dη � τ2A�Aη � τBη.
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Proof: We can write Aη � βη̄ for a section β P ΓpHomCp sE,F qq, where sE is the conjugate
bundle of E and E Ñ sE : η ÞÑ η̄ denotes the canonical complex-antilinear bundle isomor-
phism, i.e. the identity map (see Exercise 5.2). IfD is complex linear, then it de�nes a holo-
morphic vector bundle structure on E, and similarly, �D� : ΓpF q Ñ ΓpEq � Ω1,0pΣ, Eq
and sD : Γp sEq Ñ Γp sF q � Ω1,0pΣ, sEq : η̄ ÞÑ Dη

are complex-linear anti-Cauchy-Riemann operators (again see Exercise 5.2), meaning they
satisfy the same Leibniz rule as a Cauchy-Riemann type operator but with B̄f P Ω0,1pΣ,Cq
replaced by Bf :� df � i df � j P Ω1,0pΣ,Cq. Such operators make the underlying vector
bundles into antiholomorphic vector bundles, meaning transition functions are complex
conjugates of holomorphic functions. It follows that HomCp sE,F q also inherits a natural
antiholomorphic bundle structure and thus carries a natural anti-Cauchy-Riemann type
operator BH satisfying the Leibniz rule

�D�pΦη̄q � pBHΦqη̄ � ΦpsDη̄q for Φ P ΓpHomCp sE,F qq, η̄ P Γp sEq.
Using this rule, an easy computation proves that the Weitzenböck formula holds with
Bη :� �pBHβqη̄. If D is not complex linear, one can split it into its complex-linear part
DC and complex-antilinear part C, where DC is another Cauchy-Riemann type operator
and C is a zeroth-order term, then compute further based on the Weitzenböck formula
for DC.

 Further assumptions (for convenience): Aη � βη̄ where β P ΓpHomCp sE,F qq has �nite zero
set Z � Z� \ Z�, and for each ζ P Z� there are holomorphic coordinates identifying a
neighborhood pDpζq, jq of ζ with pD, iq, and trivializations of E and F in which D looks
like B̄ � Bs � iBt and β takes the form

βpzq � z for ζ P Z�, βpzq � z̄ for ζ P Z�.
In particular, the equation Dτη � 0 then looks like B̄η � τzη̄ � 0 on Dpζq if ζ P Z�, or
B̄η � τ z̄η̄ � 0 if ζ P Z�.

 Energy concentration lemma: Suppose τk Ñ 8 and ηk P kerDτk satis�es a uniform L2-
bound, and for each ζ P Z�, use the coordinates and trivializations chosen above on Dpζq
to de�ne the functions

ηζk : D?
τk Ñ C, ηζkpzq :�

1?
τk
ηkpz{?τkq.

Then:
(1) }ηζk}L2pD?τk

q � }ηk}L2pDpζqq.

(2) ηζk satis�es the equation

B̄ηζk � zη̄ζk � 0 if ζ P Z�, B̄ηζk � z̄η̄ζk � 0 if ζ P Z�.
(3) ηζk has a subsequence C8

loc-convergent on C to a function ηζ8 P C8pCq X L2pCq.
(4) For any other sequence ξk P kerDτk satisfying the same assumptions,

xηk, ξkyL2 Ñ
¸
ζPZ

xηζ8, ξζ8yL2pCq

as k Ñ 8. In particular, taking ξk � ηk and interpreting }ηk}L2pUq as the �energy�
of ηk over a region U � Σ, this shows that the energy of ηk is concentrated in a
neighborhood of Z as τk Ñ 8, and outside this neighborhood it becomes arbitrarily
small.
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Proof: (1) and (2) are straightforward computations, and (3) then follows from linear
elliptic regularity theory. Statement (4) follows after using the Weitzenböck formula to
prove that on the region Σϵ :� Σz�ζPZ Dpζq, }ηk}L2pΣϵq Ñ 0 as k Ñ 8. This also uses
the fact that on Σϵ, there is a pointwise estimate of the form |Aη| ¥ c|η| for some c ¡ 0.

 De�ne Dζ :� D� for ζ P Z�, where D� : C8pC,Cq Ñ C8pC,Cq are the Cauchy-Riemann
type operators

D�f :� B̄f � zf̄ , D�f :� B̄f � z̄f̄ .

With a little more work, the energy concentration lemma implies that there is an isomor-
phism

kerDτ �
à
ζPZ

 
f P L2pCq �� Dζf � 0

(
for su�ciently large τ ¡ 0.

 Proposition: All solutions f P L2pCq to D�f � 0 are trivial, and all solutions f P L2pCq
to D�f � 0 are constant real multiplies of the Gaussian function e�

1
2 |z|2 .

Proof for D�: the formal adjoint of B̄ � Bs � iBt is B̄� � �B � �Bs � iBt, and B̄�B̄ �
�B2s � B2t �: ∆ is then the standard Laplace operator. One can derive a Weitzenböck
formula

D�
�D�f � B̄�B̄f � |z|2f � ∆f � |z|2f,

and use it to prove that for any f satisfying D�f � 0,

∆|f |2 � �2|z|2|f |2 � 2|∇f |2 ¤ 0,

meaning |f |2 : C Ñ R is a subharmonic function. It therefore satis�es the mean value
property: for any z0 P C and r ¡ 0,

|fpz0q|2 ¤ 1

πr2

»
Brpz0q

|f |2,

and if f P L2pCq, this implies |fpz0q|2 ¤ 1
πr2 }f}2L2 for every r ¡ 0 and thus f � 0.

Proof for D�: a similar Weitzenböck formula can be used to show that if f P L2pCq
satis�es D�f � 0 then Im f � 0. We can thus write fpzq � gpzqe� 1

2 |z|2 for a unique
function g : CÑ R. Since D�pe� 1

2 |z|2q � 0, the Leibniz rule then implies B̄g � 0, so g is a
real-valued holomorphic function on C, implying it is constant.

Suggested reading. Our presentation of the Deligne-Mumford and Gromov compactness theo-
rems is very similar to [Wenc, Lecture 9], especially �9.3.3 and 9.4.1, though the latter contains
some features that you can ignore because it works in the more general setting of punctured
J-holomorphic curves in noncompact symplectic cobordisms. Many of the details of hyperbolic
geometry that we needed to cite without proof are covered nicely in [Hum97] and [SS92]. Un-
fortunately, the version of Gromov's compactness theorem that appeared in [Gro85] was rather
preliminary and not adequate for modern use; e.g. it never mentioned the notion of stability, which
was later recognized by Kontsevich as being important of you want your compacti�cation to be
Hausdor�. The only reference I know for a complete proof of Gromov compactness as we stated
it in lecture is [BEH�03], which proves a much more general result of which Gromov compactness
is a special case. The proof we sketched is also based on the argument written there, and a more
detailed account of it can be found in [Abb14].

The proof of the Riemann-Roch formula we presented was �rst sketched by Taubes in a brief
appendix to [Tau96], and the details are worked out in [Wenc, Lecture 5], in which you can ignore
�5.8 because it also deals with a more general setting than we are considering.
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Exercises (for the Übung on 4.01.2023). Note that starting in January, the Übung will take
place on Wednesdays at 15:15 in 1.114 instead of the usual Tuesday morning time slot.

Exercise 9.1. Prove that there is at most one Riemannian metric on H that is complete, confor-
mally equivalent to the standard Euclidean metric, and has constant curvature �1. Deduce the
uniqueness of the Poincaré metric on any Riemann surface whose universal cover is pH, iq.
Exercise 9.2. One consequence of the uniqueness of complex structures on S2 is that the map

S2zt0, 1,8u ÑM0,4 : ζ ÞÑ rpS2, i, p0, 1,8, ζqqs
is a homeomorphism. Show that this map extends to a homeomorphism S2 ÑM0,4, and describe
the three stable nodal Riemann surfaces that occur as the images of the points 0, 1,8.

Exercise 9.3. Recall from Exercise 1.5 that AutpS2, iq � PSLp2,Cq is naturally isomorphic to the
moduli space M0,3pi, rS2sq of degree 1 holomorphic spheres in pS2, iq with three marked points,
whose evaluation map de�nes a homeomorphism onto the complement of the fat diagonal ∆ �
S2 � S2 � S2. Show that the continuous extension of this map to9

ev : M0,3pi, rS2sq Ñ S2 � S2 � S2

is surjective, and describe speci�c stable nodal holomorphic curves corresponding to each element
of the fat diagonal. Show in particular:

(a) ev�1pw1, w2, w3q � M0,3pi, rS2sq contains a unique element whenever two of the wi P S2

are identical and the third is di�erent.
(b) ev�1pw,w,wq �M0,3pi, rS2sq is homeomorphic to S2 for each individual w P S2.

Exercise 9.4. Using the standard complex structure i on S2, S2 � S2 inherits an integrable
complex structure J that is compatible with any symplectic form of the form α` β P Ω2pS2�S2q
for two positive area forms α, β P Ω2pMq. Consider the family of embedded J-holomorphic curves

uc : pS2, iq Ñ pS2 � S2, Jq, ucpzq :� pz, czq
for c P Czt0u, which de�ne a family of elements in the moduli space M0,0pJ,Aq for A :� rS2 �
tconstus� rtconstu�S2s P H2pS2�S2q. What do these curves converge to in M0,0pJ,Aq as cÑ 0
or cÑ8?
Caution: Make sure that whichever nodal curves you describe represent the right homology class!

10. Week 10

Lecture 17 (3.01.2023): Functional-analytic setup for B̄J .
 The moduli space of parametrized J-holomorphic curves�M � �Mpj, J,Aq :�  

u P C8pΣ,Mq �� Tu � j � J � Tu and rus :� u�rΣs � A
(

for given J P J pMq, j P J pΣq and A P H2pMq, and evaluation map

ev : �MÑM�m : u ÞÑ pupζ1q, . . . , upζmqq
for a given ordered set of distinct points ζ � pζ1, . . . , ζmq in Σ. (Assume Σ is closed with
genus g and M has dimension 2n.)

9This exercise originally claimed that the extension of ev to the compacti�cation is a homeomorphism onto
S2 � S2 � S2, but it was noticed during the Übung that that is false.
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 The space

W k,ppΣ,Mq :�
!
u P C0pΣ,Mq �� u is of class W k,p

loc in all local charts on Σ and M
)

for k P N and p P p1,8q with kp ¡ 2, and subset

B :�  
u PW k,ppΣ,Mq �� rus � A

(
.

 Proposition (see [El��67]): W k,ppΣ,Mq has a natural smooth Banach manifold structure
such that for each f P C8pΣ,Mq and each choice of connection on M (for de�ning the
exponential map), there is a chart of the form

W k,ppΣ,Mq Q expf η ÞÑ η PW k,ppf�TMq
identifying open subsets of W k,ppΣ,Mq with open neighborhoods of 0 in the Banach space
of sections W k,ppf�TMq. Moreover, for each u P W k,ppΣ,Mq there is a natural isomor-
phism TuW

k,ppΣ,Mq �W k,ppu�TMq. (Here u�TM Ñ Σ is a vector bundle of class W k,p,
for which sections of class Wm,p can be de�ned for any m ¤ k since the condition kp ¡ 2
implies there is a continuous product pairing W k,p �Wm,p ÑWm,p.)
Proof of smoothness: transition maps take the form η ÞÑ F � η for smooth �ber-preserving
maps F . (See the �useful lemma� in Lecture 11.)

 The Banach space bundle E Ñ B with �bers

Eu �W k�1,ppHomCpTΣ, u�TMqq
and smooth section

B̄J : B Ñ E : u ÞÑ Tu� J � Tu � j,
such that �M � B̄�1

J p0q. (By elliptic regularity, the C8 and W k,p-topologies on this set
match.)

 The linearization

DB̄Jpuq � Du : TuB Ñ Eu : η ÞÑ ∇η � J �∇η � j �∇ηJ � Tu � j
(∇ any symmetric connection on M) at a zero u P B̄�1

J p0q. By Riemann-Roch, Du is a
Fredholm operator with

indpDuq � nχpΣq � 2c1pu�TMq � np2� 2gq � 2c1pAq,
where c1pAq :� xc1pTMq, Ay.

 Proposition (via the implicit function theorem):
(1) If Du is surjective, then a neighborhood of u in �M is a smooth submanifold of B with
�nite dimension nχpΣq � 2c1pAq, and ev : �M Ñ M�m on this neighborhood is a smooth
map. (Note: the implicit function theorem applies because surjective + Fredholmñ there
is a bounded right inverse.)
(2) Let

W k,p
ζ �W k,p

ζ pu�TMq :�  
η PW k,ppu�TMq �� ηpζiq � 0 for each i � 1, . . . ,m

(
.

If the restricted operator W k,p
ζ

DuÝÑ Eu is also surjective, then ev : �M Ñ M�m is a
submersion near u.
Smoothness of ev follows mainly from the fact that for any f P C8pΣ,Mq, since kp ¡ 2,

W k,ppf�TMq Ñ Tfpζ1qM � . . .� TfpζmqM : η ÞÑ pηpζ1q, . . . , ηpζmqq
is a continuous linear (and therefore smooth) map.
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 Taking pM,Jq :� pΣ, jq and A :� rΣs P H2pΣq gives the automorphism groups

AutpΣ, jq � B̄�1
j p0q

and
AutpΣ, j, ζq � ev�1pζ1, . . . , ζmq � B̄�1

j p0q.
 Linear Cauchy-Riemann operator on TΣ:

DΣ :� DB̄jpIdq :W k,ppTΣq � TIdB Ñ EId �W k�1,ppEndCpTΣqq
and the restriction

DΣ,ζ :� DΣ

��
Wk,p

ζ

:W k,p
ζ pTΣq ÑW k�1,ppEndCpTΣqq.

 Theorem: AutpΣ, j, ζq is a Lie group with Lie algebra

autpΣ, j, ζq � kerDΣ,ζ � ΓζpTΣq :�
 
X P ΓpTΣq �� Xpζiq � 0 for i � 1, . . . ,m

( �W k,p
ζ pTΣq,

and moreover, it is discrete if pΣ, j, ζq is stable.
Corollary (due to the proper action of DiffpΣ, ζq on J pΣq): In the stable cases, AutpΣ, j, ζq
is �nite.
Proof: Each case follows from the implicit/inverse function theorem after bounding the
dimension of kerDΣ,ζ , which one does by using the similarity principle to prove that

kerDΣ,ζ Ñ Tw1
Σ� . . .� TwN

Σ : X ÞÑ pXpw1q, . . . , XpwN qq
is injective for suitable �nite sets of distinct points w1, . . . , wN P Σ, depending on c1pTΣq �
χpΣq.
Case g � 0 with m ¤ 3: dimkerDΣ,ζ ¤ 2p3�mq � indDΣ,ζ implies DΣ,ζ is surjective.
Case 2g �m ¥ 3 (stable): DΣ,ζ is injective.
Case g � 1 and m � 0: dimkerDΣ,ζ ¤ 2, and this must be an equality since AutpT2, jq
always contains a 2-dimensional family of translations.

Lecture 18 (4.01.2023): Teichmüller slices and Fredholm regular curves.
 If χpΣzζq   0, then the action of the identity component Diff0pΣ, ζq � DiffpΣ, ζq on J pΣq
is free (as well as proper).
Proof: If φ � Id P DiffpΣ, ζq is biholomorphic and homotopic to the identity, then it has
#Fixpφq � χpΣq by the Lefschetz �xed point theorem, and its �xed points are isolated
and count positively. Then χpΣq ¥ m since φ �xes the marked points.

 De�nition: Teichmüller space of genus g Riemann surfaces with m marked points:

T pΣ, ζq :� J pΣq{Diff0pΣ, ζq.
The mapping class group of pΣ, ζq is the discrete group

MpΣ, ζq :� DiffpΣ, ζq{Diff0pΣ, ζq,
and we have

Mg,m � J pΣq{DiffpΣ, ζq � T pΣ, ζq{MpΣ, ζq.
 A d-dimensional orbifold is a space X such that for every x P X, there is a �nite group
Gx (the isotropy group at x) with a linear action on Rd and a Gx-invariant open subset
U � Rd such that some neighborhood of x in X is homeomorphic to U{Gx. With some
care (though the correct de�nitions are a bit non-obvious), one can also speak of smooth

orbifolds. A slight enhancement of the usual slice theorem for free and proper group actions
then gives quotients M{G natural smooth orbifold structures whenever G is a Lie group
acting smoothly and properly on M with �nite stabilizer subgroups at every point. We
will see below that T pΣ, ζq is a smooth �nite-dimensional manifold, so presenting Mg,m
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as the quotient of this manifold by a proper action of the discrete group MpΣ, ζq makes
Mg,m a smooth orbifold of the same dimension.

 Informally, think of Diff0pΣ, ζq as an in�nite-dimensional Lie group acting freely and
properly on the in�nite-dimensional manifold J pΣq, and the orbits Diff0pΣ, ζq � j are
then in�nite-dimensional submanifolds of J pΣq. Recalling the Cauchy-Riemann opera-
tor DΣ,ζ : ΓζpTΣq Ñ ΓpEndCpTΣqq, we then have

Tj pDiff0pΣ, ζq � jq � imDΣ,ζ � ΓpEndCpTΣqq � TjJ pΣq.
Proof: for a smooth family tφτ P Diff0pΣ, ζquτPp�ϵ,ϵq with φ0 � Id and jτ :� φ�τ j, covari-
antly di�erentiate the expression

B̄jτ ,jpφτ q :� Tφτ � j � Tφτ � jτ � 0

at τ � 0.
 Teichmüller slice theorem: T pΣ, ζq naturally admits the structure of a smooth �nite-
dimensional manifold such that for each j P J pΣq, there is a natural isomorphism

TrjsT pΣ, ζq � cokerDΣ,ζ .

Moreover:
(1) For any �nite-dimensional smoothly embedded10 family T � J pΣq of complex struc-

tures containing j P J pΣq such that TjT � TjJ pΣq � ΓpEndCpTΣqq is complementary
to imDΣ,ζ , the map

T Ñ T pΣ, ζq : j1 ÞÑ rj1s
is a local di�eomorphism near j. (We refer to any family with this property as a
Teichmüller slice through j.)

(2) The Teichmüller slice T � J pΣq through j can always be chosen to have the following
additional properties:
(a) T is invariant under the action of AutpΣ, j, ζq by φ � j1 :� φ�j1.
(b) Every j1 P T is identical to j on some neighborhood of ζ.

Proof: (1) Imitate the proof of the �nite-dimensional slice theorem, using suitable Sobolev
completions of Diff0pΣ, ζq and J pΣq so that one can speak of Banach manifolds and use
the inverse/implicit function theorems.
(2) Choosing any complement TjT � ΓpEndCpTΣqq of imDΣ,ζ gives rise to a Teichmüller
slice of the form

T :�
#�

1� 1

2
jy



j

�
1� 1

2
jy


�1
����� y P TjT close to 0

+
.

If G :� AutpΣ, j, ζq is �nite, we can choose a G-invariant L2-pairing on ΓpEndCpTΣqq and
de�ne TjT to be the G-invariant L2-orthogonal complement of imDΣ,ζ , then modify it by
an Lp-small change so that every y P TjT vanishes on some small G-invariant neighborhood
of ζ.

 Corollary: For all j P J pΣq,
(10.1) dimAutpΣ, j, ζq � dim T pΣ, ζq � indpDΣ,ζq � indpDΣq � 2m � 3χpΣq � 2m.

In particular, if pΣ, j, ζq is stable, then dim T pΣ, ζq � 6g � 6� 2m.

10By ��nite-dimensional smoothly embedded family�, we really mean a smooth family tjτ P J pΣquτPX
parametrized by a �nite-dimensional manifold X, such that the map X Ñ J pΣq : τ ÞÑ jτ is injective and for
each τ P X, the linearization TτX Ñ ΓpEndpTΣ, jτ qq : v ÞÑ Bsjγpsq

�
�
s�0

de�ned by choosing a smooth path
γpsq P X with 9γp0q � v is also injective. The image of this injective linear map is what we call the �tangent space�
of T at jτ and denote by Tjτ T � ΓpEndpTΣ, jτ qq.
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 Remark: If T � J pΣq is chosen to be AutpΣ, j, ζq-invariant, then in the stable case, it
follows that the map

T
L
AutpΣ, j, ζq ÑMg,m : rj1s ÞÑ rpΣ, j1, ζqs

is a local homeomorphism near rjs; this is one way of de�ning �orbifold charts� for Mg,m.
 Local structure of the moduli space Mg,mpJ,Aq: given rpΣ, j0, ζ, u0qs P Mg,mpJ,Aq, set
G :� AutpΣ, j0, ζq, choose a G-invariant Teichmüller slice T � T pΣq through j0, and
de�ne B � W k,ppΣ,Mq as the component with rus � A. There is a Banach space bundle
E Ñ T � B with �bers

Epj,uq �W k�1,ppHomCppTΣ, jq, pu�TM, Jqqq
and a smooth section

B̄J : T � B Ñ E : pj, uq ÞÑ Tu� J � Tu � j
that is G-equivariant: B̄Jpφ�j, u � φq � φ�B̄Jpj, uq for φ P G. Its linearization at pj, uq P
B̄�1
J p0q is

DB̄Jpj, uq : TjT � TuB Ñ Epj,uq : py, ηq ÞÑ Duη � J � Tu � y.
Since Du is Fredholm and TjJ is �nite-dimensional, this is a Fredholm operator of index

(10.2) indDB̄Jpj, uq � indpDuq � dim T pΣ, ζq.
 De�nition: For pj, uq P B̄�1

J p0q, the element rpΣ, j, ζ, uqs PMg,mpJ,Aq is called Fredholm
regular if the operator DB̄Jpj, uq : TjT � TuB Ñ Epj,uq is surjective. (See Exercise 10.6
below on why this does not depend on the various choices.) The set of Fredholm regular
curves de�nes an open (though possibly empty) subset

Mreg
g,mpJ,Aq �Mg,mpJ,Aq.

 Lemma (based on the slice theorem): The map

B̄�1
J p0qLGÑMg,mpJ,Aq : rpj, uqs ÞÑ rpΣ, j, ζ, uqs

is a local homeomorphism near rpj0, u0qs.
 Theorem (by the implicit function theorem and slice theorem): Mreg

g,mpJ,Aq admits a
natural smooth orbifold structure of �nite dimension

dimMreg
g,mpJ,Aq � vir-dimMg,mpJ,Aq :� pn� 3qp2� 2gq � 2c1pAq � 2m,

which is also called the virtual dimension of Mg,mpJ,Aq.11
Proof of the dimension formula: using (10.1) and (10.2) and the Riemann-Roch formula
for indpDuq, we have
dim

�B̄�1
J p0qLG� � indDB̄Jpj, uq � dimAutpΣ, j0, ζq � indpDuq � indpDΣ,ζq

� nχpΣq � 2c1pAq � 3χpΣq � 2m � pn� 3qχpΣq � 2c1pAq � 2m.

11Philosophically: the virtual dimension of a moduli space is an integer determined by topological conditions
that can be interpreted as the dimension that the space �wants� to have, and will have in particular whenever certain
transversality conditions are satis�ed. For example, if M is a smooth n-manifold and f : M Ñ Rk is a smooth
map, then the set f�1p0q has virtual dimension n� k, and is actually a smooth manifold of that dimension if 0 is a
regular value. (Note that if the latter is not the case, then f�1p0q may fail to be smooth, or it may coincidentally
be a smooth manifold but with dimension larger than its virtual dimension.)
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Suggested reading. As I mentioned in class, anyone who gets serious about using Banach man-
ifolds like W k,ppΣ,Mq in research should read the paper [El��67] exactly once. Otherwise, most of
what we covered this week about Teichmüller slices, Fredholm regularity and the local structure
of Mreg

g,mpJ,Aq can be found in [Wena, �4.3] and (in a more general context) [Wenc, Lecture 7]; in
particular, these sources go into more detail on the slightly tedious issue of verifying that all the
charts we construct on T pΣ, ζq and Mreg

g,mpJ,Aq are smoothly compatible.
It's natural to be curious about orbifolds when you see them for the �rst time, but for now I'm

going to refrain from recommending anything to read about them, because as soon as one wants
to discuss fundamental notions like smooth maps between smooth orbifolds, the basic de�nitions
become more complicated than one would expect, and not all sources agree completely on what
these de�nitions should be. It has been generally agreed in recent years that the most elegant
approach is to recast the de�nition of an orbifold in the language of proper étale groupoids, which
are a class of categories, so that maps between them should be regarded as functors, and if that
kind of language doesn't make you nervous, feel free to google for more. In this course, most of the
orbifolds we have to think about will actually turn out to be manifolds, thus it will not matter.

Exercises (for the Übung on 11.01.2023).

Exercise 10.1 (requested several weeks ago by Naageswaran). We saw this week how to de�ne
smooth structures on moduli spaces by presenting them as zero-sets of smooth nonlinear Fredholm
sections of in�nite-dimensional Banach space bundles. The de�nitions of those bundles always
require some choices, e.g. the Sobolev parameters k and p satisfying kp ¡ 2, and ideally, one would
also like to know that the smooth structures inherited by our moduli space do not depend on those
choices. Consider in particular the space �M � �Mpj, J,Aq of parametrized J-holomorphic curves,
which we saw can be identi�ed with a smooth �nite-dimensional submanifold�Mk,p :� B̄�1

J p0q �W k,ppΣ,Mq
whenever the Fredholm operator Du : W k,ppu�TMq Ñ W k�1,ppHomCpTΣ, u�TMqq is known to
be surjective. We know already from elliptic regularity theory that the index and kernel of Du

do not depend on k and p, thus neither does the surjectivity condition. Assuming this condition
holds, show that for any k,m P N and p, q P p1,8q satisfying

k ¥ m, p ¤ q and k � 2

p
¥ m� 2

q
¡ 0,

one has �Mk,p � �Mm,q and the inclusion �Mk,p ãÑ �Mm,q is a di�eomorphism.

Exercise 10.2. For the Riemann surface pΣ, jq � pS2, iq with m ¤ 2 marked points ζ, use results
from complex analysis to determine the group AutpΣ, j, ζq explicitly, and compare its dimension
with the formula we computed in lecture for dimkerDΣ,ζ .

Exercise 10.3. The uniformization theorem implies that M0,m is a one-point space for m ¤ 3,
and with a little knowledge of the mapping class group on the sphere, one can show that the
corresponding Teichmüller space is also trivial. But here is a way to prove that without any
knowledge of uniformization: show that for any smooth family tjτ P J pS2quτPr0,1s with j0 � i, the
space�M :�  pτ, φq P r0, 1s � C8pS2, S2q �� φ : pS2, iq Ñ pS2, jτ q biholomorphic with φpζq � ζ for ζ � 0, 1,8(
is a compact connected 1-manifold with a natural smooth structure such that the map �MÑ r0, 1s :
pτ, φq ÞÑ τ is a di�eomorphism. (Why does that imply the claim above about Teichmüller space?)
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Exercise 10.4 (harder, but worthwhile). Our proof in lecture of the Teichmüller slice theorem
focused on the stable case, but the theorem is true in all cases. Fill in the gaps in the proof for
the non-stable cases:

(a) g � 0 with m ¤ 2 (thanks to Exercise 10.3 there is not much to do here)
(b) g � 1 with m � 0.

For the torus with no marked points, a good starting point is the corollary of uniformization that
pT2, jq must always be biholomorphically equivalent to pC{pZ� λZq, iq for some λ P H. Using the
di�eomorphism

T2 � C{pZ� iZq Ñ C{pZ� λZq : ra� ibs ÞÑ ra� λbs, a, b P R,

we can then identify pC{pZ � λZq, iq with pT2, jλq for a translation-invariant complex structure
jλ P J pT2q determined by λ P H, thus de�ning a natural map

HÑ T pT2q :� T pT2,Hq : λ ÞÑ rjλs
whose projection to M1,0 � T pT2q{MpT2q is surjective. Show that the map HÑ T pT2q is in fact
a homeomorphism, hence the family tjλuλPH can be regarded as a global Teichmüller slice through
any of its elements, and it is also invariant under their automorphisms.
Hint 1: It will help to have an explicit picture of the mapping class group of T2�classi�cal results
imply that every isomorphism of H1pT2q � Z2 to itself is induced by a unique mapping class on T2,
thus giving an isomorphism MpT2q � SLp2,Zq.
Hint 2: Every element of φ P Diff0pT2q :� Diff0pT2,Hq can be lifted to a di�eomorphism of C that
(after composing with a translation) �xes the lattice Z� iZ.

Exercise 10.5. For the case χpΣzζq   0, compare the formula we computed in lecture for
dim T pΣ, ζq with the number of geodesics involved in an arbitrary pair-of-pants decomposition
of pΣ, j, ζq. Then google the term �Fenchel-Nielsen coordinates�.

Exercise 10.6. Prove that the notion of Fredholm regularity for an element rpΣ, j, ζ, uqs PMg,mpJ,Aq
does not depend on the various choices involved in the de�nition, notably the Sobolev parameters
k, p and the Teichmüller slice T � J pΣq through j.
Hint: By de�nition, TjT is complementary in LppEndCpTΣqq to the image of the operator DΣ,ζ :

W 1,p
ζ pTΣq Ñ LppEndCpTΣqq. Show that the image of the operatorDB̄Jpj, uqpy, ηq � Duη�J�Tu�y

does not change if y is allowed to take arbitrary values in LppEndCpTΣqq rather than just in the
subspace TjT . This has something to do with reparametrizations of the map u : ΣÑM .

11. Week 11

Lecture 19 (10.01.2023): Simple curves and multiple covers.

 The automorphism group of an element rpΣ, j, ζ, uqs PMg,mpJ,Aq:
Autpuq :�  

φ P AutpΣ, j, ζq �� u � φ � u
(
.

 Autpuq is �nite if and only if rpΣ, j, ζ, uqs is stable; in particular, Autpuq is �nite whenever
u is nonconstant. (follows from the factorization theorem below)

 Holomorphic maps φ : pΣ, jq Ñ pΣ1, j1q of degree degpφq �: d ¥ 0 between closed Riemann
surfaces of genera g and g1 respectively:
� d � 0ô φ is constant
� d � 1ô φ is a biholomorphic map
� d ¥ 2ô φ is a branched covering, and thus becomes a covering map of degree d after
removing �nitely many points from Σ and Σ1: in particular, |Autpφq| ¤ d.
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 φ : pΣ, jq Ñ pΣ1, j1q has a branch point of branching order k ¥ 2 at ζ P Σ ô dφ P
ΓpHomCpTΣ, φ�TΣ1qq has a zero of order k � 1 at ζ; we de�ne the algebraic count of
branch points

Zpdφq :� #pdφq�1p0q :�
¸

ζPpdφq�1p0q
ordpdφ; ζq ¥ 0,

where equality holds if and only if φ is an honest covering map.
 Riemann-Hurwitz formula: �χpΣq � dχpΣ1q � Zpdφq ¥ 0, with equality i� there are no
branch points.
Proof: Compute c1pHomCpTΣ, φ�TΣ1qq.

 For rpΣ, j,H, φqs PMg,0pj1, drΣ1sq,
vir-dimMg,0pj1, drΣ1sq � p1� 3qχpΣq � 2c1pφ�TΣ1q � 2r�χpΣq � dχpΣ1qs � 2Zpdφq.
Interpretation (can be proved via classical methods): the values of the branch points of φ
de�ne local coordinates for Mg,0pj1, drΣ1sq

 Proposition: Every rpΣ, j,H, φqs PMg,0pj1, drΣ1sq is Fredholm regular, henceMg,0pj1, drΣ1sq
is naturally a smooth orbifold of dimension 2r2g � 2� dp2� 2g1qs.
(Note: by the Riemann-Hurwitz formula, the space is empty if this integer is negative.)
Proof in case Zpdφq � 0: Use the isomorphism dφ : TΣÑ φ�TΣ1 to identify

DB̄j1pj, φq : TjT `W k,ppφ�TΣ1q ÑW k�1,ppHomCpTΣ, φ�TΣ1q : py, ηq ÞÑ Dφη � j1 � Tφ � y
with the operator

TjT `W k,ppTΣq ÑW k�1,ppEndCpTΣqq : py,Xq ÞÑ DΣX � jy,

which is surjective by the de�nition of a Teichmüller slice.
 De�nition: u : pΣ, jq Ñ pM,Jq is a d-fold multiple cover of v : pΣ1, j1q Ñ pM,Jq if
u � v � φ for some holomorphic branched cover φ : pΣ, jq Ñ pΣ1, j1q of degree d ¥ 2. We
call u simple if it is not a multiple cover of any other curve.

 Factorization theorem: Every closed nonconstant J-holomorphic curve u : pΣ, jq Ñ pM,Jq
factors as u � v � φ for a closed simple curve v : pΣ1, j1q Ñ pM,Jq that is embedded after
removing �nitely many points Γ � Σ1 from its domain, and a nonconstant holomorphic
map φ : pΣ, jq Ñ pΣ1, j1q. In particular, u is either simple (if degpφq � 1) or it is a multiple
cover v � φ with covering multiplicity

covpuq � d :� degpφq ¥ 2,

and Autpuq � Autpφq has order at most d.
 Local lemma 1 (intersections): Given an almost complex structure J on Cn and two
nonconstant J-holomorphic maps u, v : pD, iq Ñ pCn, Jq with up0q � vp0q, there exist
neighborhoods U ,V � D of 0 such that either upUq � vpVq or upUzt0uq X vpVq � upUq X
vpVzt0uq � H.
Proof: Apply the similarity principle after choosing local coordinates very cleverly...

 Local lemma 2 (branching): Given an almost complex structure J on Cn and a noncon-
stant J-holomorphic map u : pD, iq Ñ pCn, Jq with up0q � 0 and dup0q � 0, one can
biholomorphically reparametrize a neighborhood of 0 in D such that upzq � vpzkq for some
k P N and an injective J-holomorphic map v : pD, iq Ñ pCn, Jq with dvpzq � 0 for all z � 0.
Proof: Similarity principle again...

 Proof of the factorization theorem: the two lemmas imply that the sets C :�  
z P Σ

�� dupzq � 0
(

and

∆ :�  
z P Σ

�� upzq � upwq for some w � z and the intersection is isolated
(
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are both �nite, and 9Σ1 :� upΣzpC Y ∆qq is then a smooth submanifold of M on which
J |T 9Σ1 de�nes a complex structure j1, and p 9Σ1, j1q is biholomorphically equivalent to the
complement of a �nite subset Γ � Σ1 in a closed Riemann surface pΣ1, j1q. De�ne v :

pΣ1, j1q Ñ pM,Jq by extending the inclusion 9Σ1 ãÑ M over Γ, and de�ne φ : pΣ, jq Ñ
pΣ1, j1q by extending u : ΣzpC Y∆q Ñ 9Σ1.

 Transversality: DB̄Jpj, uq is surjective if and only if the intersection of B̄J : T � B Ñ E
with the zero-section of E Ñ T � B at pj, uq is transverse.
Question: Can this intersection be made transverse by perturbing J?

 Bad news: B̄J is de�ned to be equivariant under the action of some group AutpΣ, j0, ζq, and
this will remain true no matter how J is perturbed, i.e. the class of available perturbations
of B̄J is rather restrictive. This is a danger especially near points with nontrivial isotropy.

 The Calabi-Yau example: suppose dimM � 6 and c1pAq � 0, so vir-dimMg,0pJ, dAq �
pn�3qp2�2gq�2c1pdAq � 0 for every g, d ¥ 0. For any element ofMg1,0pJ,Aq parametrized
by a simple curve v : pΣ1, j1q Ñ pM,Jq and any d ¥ 2, the space Mg,0pJ, dAq then contains
the set  

u � v � φ �� φ PMg,0pj1, drΣ1sq( ,
which for su�ciently large g ¡ 0 is a nonempty orbifold of dimension 2r2g�2�dp2�2g1qs ¡
0. So in this situation, Mg,0pJ, dAq can never be an orbifold of dimension equal to its
virtual dimension, and the multiple covers with branch points can never be regular.

Lecture 20 (11.01.2023): Generic transversality for simple curves.

 Main theorem: for generic J in J pM,ωq or Jτ pM,ωq on a closed symplectic manifold
pM,ωq, all simple J-holomorphic curves are Fredholm regular.

 Terminology: for X a complete metric space, a subset Y � X is comeager if it contains
a countable intersection of open and dense subsets.
(Baire category theorem: comeager implies dense. But density on its own is not good
enough, because two dense subsets can easily have an empty intersection, whereas a count-
able intersection of comeager subsets is again comeager!)
A statement depending on a choice of x P X is said to be true for generic x P X if there
exists a comeager subset Y � X such that it holds for all x P Y .

 Sard-Smale theorem: Suppose X and Y are separable Banach manifolds of class Ck for
some k ¥ 1 and f : X Ñ Y is a map of class Ck such that at every point x P X, the
tangent map Txf : TxX Ñ TfpxqY is a Fredholm operator with k ¥ indpTxfq � 1. Then
generic y P Y are regular values of f , meaning Txf is surjective for every x P f�1pyq.

 De�nition: For a C1-map u : Σ Ñ M , z P Σ is called an injective point of u if Tzu :
TzΣ Ñ TupzqM is injective and u�1pupzqq � tzu. We call u somewhere injective if it
admits an injective point.
Yesterday's theorem implies: for a closed J-holomorphic curve, somewhere injective ô
simple ô not multiply covered ô the set of injective points is open and dense.

 Technical version of the main theorem: �x Jfix P J pM,ωq and an open subset U �M with
compact closure (called the �perturbation domain�), de�ne the complete metrizable space

J U :�  
J P J pM,ωq �� J � Jfix on MzU( ,

and for each J P J U let

MU pJq �MU
g,mpJ,Aq �Mg,mpJ,Aq

denote the open set of curves rpΣ, j, ζ, uqs P Mg,mpJ,Aq such that u : Σ Ñ M has an
injective point z P Σ with upzq P U . Then for generic J P J U , every curve in MU pJq
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is Fredholm regular, and MU pJq is therefore a smooth manifold12 with dimension equal
to its virtual dimension. Similar statements hold with J pM,ωq replaced by Jτ pM,ωq or
J pMq.

 Proof �modulo technical hassles�:
� Step 1: Pretend that J U is a smooth Banach manifold with

TJJ U �  
Y P ΓpEndCpTM, Jqq �� Y � 0 on MzU and ωpY v,wq � ωpv, Y wq � 0 for all v, w

(
.

The latter condition is the linearization of ωpJv, Jwq � ωpv, wq, needed for ω-compatibility;
we would remove it if we only need tameness or no symplectic condition. But of course,
J U is not a Banach manifold in any natural way, as the space of smooth sections of
a bundle with support in a �xed compact subset is at best a Fréchet space, not a
Banach space.13 We will ignore this issue for now and rectify it next week.

� Step 2: De�ne the �universal� moduli space

MU :�  pu, Jq �� J P J U and u PMU pJq( .
� Step 3 (the main one): Prove that MU is a smooth (and separable) Banach manifold.
This uses the implicit function theorem in roughly the same functional-analytic setup
that we used for studying the space of Fredholm regular J-holomorphic curves for a
�xed J . The main task is to show that for every rpΣ, j, ζ, uqs P MU pJq, the linear
operator

L :� DB̄pj, u, Jq : TjT `W k,ppu�TMq ` TJJ U ÑW k�1,ppHomCpTΣ, u�TMqq
py, η, Y q ÞÑ Duη � Y � Tu � j � J � Tu � y

is surjective. In fact, this holds even after restricting L to the set of triples py, η, Y q
where y � 0 and η vanishes at the marked points. Here the case k ¥ 2 follows
from the case k � 1 via elliptic regularity. For k � 1, one argues by contradiction
using the Hahn-Banach theorem: if the operator is not surjective, then for 1

p � 1
q � 1

there is a nontrivial section α P LqpHomCpTΣ, u�TMqq that is L2-orthogonal to every
Lp0, η, Y q, which means the two conditions

xDuη, αyL2 � 0 for all η PW 1,p
ζ pu�TMq,

xY � Tu � j, αyL2 � 0 for all Y P TJJ U .

The �rst implies that α is a weak solution of class Lq
loc to D�

uα � 0 on Σzζ, thus
it is smooth on this region and (by the similarity principle) has only isolated zeroes.
Choosing an injective point z0 P Σzζ of u with upz0q P U and αpz0q � 0, one can then
�nd Y P TjJ U with support near upz0q such that the second condition is violated.
Note: This last part is the only detail that depends on our restriction to ω-compatible
almost complex structures, as Y P TJJ U needs to satisfy an extra condition to ensure
compatibility. If we don't care about compatibility, this condition is dropped and
step 3 becomes slightly easier.

� Step 4: The projection π : MU Ñ J U : pu, Jq ÞÑ J is a smooth map, and its
derivative at each point pu, Jq is Fredholm, and surjective if and only if u is a Fredholm
regular curve. This follows from an algebraic exercise: suppose D : X Ñ Z and

12We are saying �manifold� instead of �orbifold� here because all curves in MU pJq are simple and thus have
trivial automorphism groups. To put it another way, the implicit function theorem in this situation identi�es
MU pJq locally with the quotient of B̄�1

J p0q by an action that is both proper and free.
13Fréchet spaces are nice objects that arise very naturally in applications, but their usefulness su�ers from the

fact that there is no Banach �xed point theorem, and thus no inverse or implicit function theorem.
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A : Y Ñ Z are linear maps between (possibly in�nite-dimensional) vector spaces and
the map L : X ` Y Ñ Z : px, yq ÞÑ Dx � Ay is surjective. Then the projection
kerLÑ Y : px, yq ÞÑ y has kernel and cokernel naturally isomorphic to those of D.

� Step 5: The Sard-Smale theorem implies that generic J P J U are regular values of
the projection π : MU Ñ J U , and by step 4, all u PMU pJq for these J are Fredholm
regular.

 Enhancement: Consider the evaluation map ev : Mg,mpJ,Aq Ñ M�m and forgetful
map Φ : Mg,mpJ,Aq Ñ Mg,m : rpΣ, j, ζ, uqs ÞÑ rpΣ, j, ζqs, both of which can also be
de�ned on the universal moduli space MU . In the local picture of this space as a zero-set
B̄�1p0q � T � B � J U , the map pev,Φq : MU ÑM�m �Mg,m then looks like

T � B � J U � B̄�1p0q ÑM�m � T : pj, u, Jq ÞÑ pupζ1q, . . . , upζmq, jq,
with derivative

kerDB̄pj, u, Jq Ñ Tupζ1qM � . . .� TupζmqM � TjT : py, η, Y q ÞÑ pηpζ1q, . . . , ηpζmq, yq.
The latter is surjective since we showed that DB̄pj, u, Jq is surjective on triples with y � 0
and η vanishing at the marked points, implying that pev,Φq : MU Ñ M�m �Mg,m is a
submersion. Given any submanifold Z � M�m �Mg,m, we can now replace MU in the
main argument above with the �nite-codimensional submanifold pev,Φq�1pZq �MU and
use it to prove (again modulo technical hassles to be dealt with next time):

 Corollary: For any submanifold Z �M�m �Mg,m, there exists a comeager subset J U
Z �

J U such that for all J P J U
Z , all u P MU pJq are Fredholm regular and the map pev,Φq :

MU pJq ÑM�m�Mg,m is transverse to Z, so in particular, the constrained moduli space

MU pJ ;Zq :�  
u PMU pJq �� pevpuq,Φpuqq P Z(

is a smooth submanifold of MU pJq with codimension equal to the codimension of Z �
M�m �Mg,m.
Caution: In this statement, the space J U

Z depends on the choice of submanifold Z, and we
cannot �nd a single comeager set of J 's that achieves transversality of pev,Φq : MU pJq Ñ
M�M �Mg,m to all submanifolds Z.

Suggested reading. The factorization theorem on simple and multiply covered curves is proved
in [Wena, �2.15]; a nearly identical proof is also in [MS12]. The main technical work underlying this
result consists of the �local lemmas� 1 and 2, and for these there are at least two approaches one can
take: McDu�-Salamon base their exposition on a deep local formula due to Micallef and White
[MW95] for the structure of a nonconstant J-holomorphic curve (or more generally a minimal
surface) in the neighborhood of a point where its derivative vanishes. Appendix E (written with
Laurent Lazzarini) of [MS12] contains an exposition of this formula. Alternatively, there is an
�approximate� version of the Micallef-White formula that su�ces for our applications and has a
technically easier proof; this is the approach taken in [Wena], and the local results appear in �2.14,
but with the minor problem that the proof given there is not correct. (I will get around to �xing
this someday.) A fully correct version does appear however in Appendix B of the book [Wen20b],
which is also available for free on the arXiv.

The general version of the theorem that all holomorphic branched covers of Riemann surfaces
are Fredholm regular is proved in [Wen10, Example 3.16], where it is derived from a more general
setup that was developed for proving transversality results for punctured J-holomorphic curves in
dimension four. The main technical steps in the argument are really Lemma 3.14 and 3.15 in that
paper, but I don't really recommend reading this now unless you are intensely curious about it, as
it will take a while to understand the setup.
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The generic transversality argument for simple J-holomorphic curves is quite standard, and you
will �nd very similar treatments of it in [MS12], [Wena, �4.4.1] and (in a more general context)
[Wenc, Lecture 8]. Appendix A.5 of [MS12] also includes a concise proof of the Sard-Smale theorem
(reducing it to the �nite-dimensional Sard's theorem), which was originally proved in [Sma65].

Exercises (for the Übung on 18.01.2023).

Exercise 11.1. For a nodal J-holomorphic curve u � rpS, j, ζ, u,∆qs of arithmetic genus g ¥ 0
with m ¥ 0 marked points, the automorphism group Autpuq is de�ned to be the group of all
self-equivalences, in other words, biholomorphic maps φ : pS, jq Ñ pS, jq that �x each marked
point, map nodes to nodes (not necessarily preserving any order but preserving their grouping into
pairs) and satisfy u �φ � u. (Note that S may in general be disconnected and φ is not required to
preserve any connected components that don't have marked points!) Show that Autpuq is �nite if
and only if u is stable.

Exercise 11.2. The moduli space Mg,0pj1, drΣ1sq of degree d ¥ 0 holomorphic maps φ : pΣ, jq Ñ
pΣ1, j1q (up to parametrization) between two Riemann surfaces of genera g and g1 respectively
sounds like a wonderful object when you hear that its elements are always Fredholm regular, so
that it is always a smooth orbifold of the correct dimension. However, Mg,0pj1, drΣ1sq seems less
wonderful when you look at its compacti�cation Mg,0pj1, drΣ1sq. Show that for g ¡ g1 and d � 1,
Mg,0pj1, rΣ1sq is an empty moduli space with a positive virtual dimension, and its compacti�cation
Mg,0pj1, rΣ1sq is nonempty. This contradicts the tempting intuition thatMg,mpJ,Aq should always
be an open and dense subset of Mg,mpJ,Aq.
Exercise 11.3. Assume pM,Jq is a 2n-dimensional almost complex manifold, A P H2pMq, and
v : pΣ, jq Ñ pM,Jq represents a Fredholm regular element of the moduli space Mg,0pJ,Aq. Prove:

(a) For any sequence Jk P J pMq converging in the C8-topology to J , there exists for su�-
ciently large k a sequence of Jk-holomorphic curves vk : pΣ, jkq Ñ pM,Jkq such that jk Ñ j
and vk Ñ v in C8.
Hint: Use the implicit function theorem in in�nite dimensions.

(b) If g � 0, n ¥ 4 and vir-dimM0,0pJ,Aq � 0, then for all J 1 P J pMq su�ciently C8-close
to J , there exist elements of M0,0pJ 1, dAq for d ¡ 1 that are not Fredholm regular.

Exercise 11.4. Assume pM,ωq is a closed symplectic manifold.

(a) Prove that if dimM ¥ 6, then for generic J P J pM,ωq, generic elements rpΣ, j, ζ, uqs
of the moduli space of all simple J-holomorphic curves have the property that the map
u : Σ Ñ M is injective. Show in particular that for generic J , all simple curves lying in
moduli spaces of virtual dimension 0 are injective.
Hint: For each g,m ¥ 0 and A P H2pMq, consider elements u P Mg,m�2pJ,Aq satisfying
the constraint that the last two marked points evaluate to the same point in M . Estimate
the dimension of this set, and compare it with vir-dimMg,mpJ,Aq.

(b) Prove similarly that if dimM ¥ 6, then for generic J P J pM,ωq, generic pairs of elements
of the moduli space of simple J-holomorphic curves have disjoint images.

(c) Do you think the statement in part (b) is likely to be true for dimM � 4? Consider for
example M � CP2.

(d) Show that if dimM ¥ 4, then for generic J P J pM,ωq, generic elements rpΣ, j, ζ, uqs
of the moduli space of all simple J-holomorphic curves have the property that the map
u : ΣÑM has no triple points, meaning self-intersections upz1q � upz2q � upz3q such that
the points z1, z2, z3 P Σ are all distinct.

(e) Show that the statement in part (d) is false for dimM � 2.
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Exercise 11.5. Fix a closed Riemann surface pΣ, jq of genus g ¥ 2, an almost complex manifold
pM,Jq of dimension 2n, and a homology class A P H2pMq that is primitive, meaning it is not dB
for any integer d ¥ 2 and B P H2pMq. Let �Mpj, J,Aq denote the moduli space of parametrized

J-holomorphic maps u : pΣ, jq Ñ pM,Jq with rus � A; here the word �parametrized� means
that di�erent maps are di�erent elements of �Mpj, J,Aq even if they are related to each other by
reparametrization.

(a) How is �Mpj, J,Aq related to the moduli spaceMg,0pJ,Aq of unparametrized J-holomorphic
curves with the same genus and homology class (and no marked points)? Express your
answer in terms of the forgetful map Φ : Mg,0pJ,Aq ÑMg,0.

(b) Prove that for generic J , �Mpj, J,Aq is a smooth manifold of dimension np2�2gq�2c1pAq.
If the latter is negative, does it follow that Mg,0pJ,Aq is empty?

(c) Assuming n ¥ 3, �nd an optimal constant Cpnq ¥ 0 such that if np2�2gq�2c1pAq ¤ Cpnq,
then for generic J , every map in �Mpj, J,Aq is injective. You may use as a black box the
following fact (which can be proved via an intelligent construction of Teichmüller slices):
for every g,m ¥ 0 with 2g�m ¥ 3, the projection Mg,m�1 ÑMg,m de�ned by forgetting
the �nal marked point is a submersion.

12. Week 12

Lecture 21 (17.01.2023): Technicalities on transversality.

 Two remedies for the fact that J U (with the C8-topology) is not a Banach manifold:
(1) Use almost complex structures of class Ck for some k   8 large (e.g. [MS12] does

this, but then B̄J is no longer smooth, thus neither are the moduli spaces, and one
must carefully keep track of how many derivatives exist)

(2) Use the �Floer Cε-space�
 De�nition: For ε P S :�  

sequences tεm ¡ 0u8m�0 with εm Ñ 0
(
and a vector bundle

E ÑM over a compact manifold, de�ne the separable Banach space

CεpEq :�
#
η P ΓpEq

���� }η}Cε
:�

8̧

m�0

εm}η}Cm   8
+
.

Note: All norms in this discussion depend on various choices, and while the Cm-topologies
are independent of those choices, the Cε-topology (and the space CεpEq itself) is not. We
just need to accept that.

 Properties: De�ne a partial order on S by saying ε ¤ ε1 if and only if there is a constant
C ¡ 0 such that εm ¤ Cε1m for all m P N.
(1) There are continuous inclusions CεpEq ãÑ ΓpEq (the latter with the C8-topology) for

every ε P S
(2) There is a continuous inclusion Cε1pEq ãÑ CεpEq whenever ε ¤ ε1

(3)
�

εPS CεpEq � ΓpEq
(4) Every countable subset of S has a lower bound in S.
Corollary: Any countable subset of ΓpEq is contained in CεpEq for some ε P S.

 Rigorous proof of the main transversality theorem from last time:
� Given any J ref P J U , de�ne a smooth Banach manifold (with one chart) consisting of
Cε-perturbations of J ref :

J U
ε :�

#�
1� 1

2
J refY



J ref

�
1� 1

2
J refY


�1
����� Y P TJrefJ U

ε with }Y }C0   δ

+
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for suitably small δ ¡ 0, where

TJrefJ U
ε :�  

Y P TJrefJ U �� }Y }Cε
  8(

.

Now there is a continuous inclusion J U
ε ãÑ J U , and a smooth section B̄ : T �B�J U

ε Ñ
E : pj, u, Jq ÞÑ B̄Jpj, uq.

� Call rpΣ, j, ζ, uqs PMU pJq ε-regular if DB̄pj, u, Jq is surjective on TjT `TuB`TJJ U
ε .

Since every smooth section is of class Cε for some ε P S, what we proved last time
implies: Given u P MU pJ refq, there exists ε0 P S such that u is ε-regular for every
ε ¤ ε0.

� Corollary (using the properties of Cε listed above and the fact thatMU pJ refq is second
countable): One can choose ε P S such that every u PMU pJ refq is ε-regular.

� De�ne the universal moduli space of ε-regular curves:

MU
ε :�  pu, Jq �� J P J U

ε , u PMU pJq, and u is ε-regular
(
.

The implicit function theorem implies this is a smooth Banach manifold, so the pro-
jection MU

ε Ñ J U
ε can be fed into the Sard-Smale theorem.

� Taubes trick: Prove that transversality can be achieved on a sequence of compact
subsets exhausting MU pJq. Choose compact subsets

J1pΣq � J2pΣq � J3pΣq � . . . � J pΣq
whose union projects ontoMg,m (possible because Teichmüller slices are �nite-dimensional
and thus locally compact), then de�ne MU

N pJq �MU pJq for each N P N to consist of
curves rpΣ, j, ζ, uqs satisfying closed conditions that prevent degenerations and de�ne
quantitative versions of the conditions de�ning MU pJq:
(1) j P JN pΣq
(2) }du}C0 ¤ N
(3) There exists a point z0 P Σ at which

distpupz0q,MzUq ¥ 1

N
, |dupz0q| ¥ 1

N
and inf

zPΣztz0u
distpupz0q, upzqq

distpz0, zq ¥ 1

N
.

Then MU pJq � �
NPN MU

N pJq, and for any C8-convergent sequence Jk Ñ J , se-
quences uk PMU

N pJkq have subsequences converging to elements of MU
N pJq. De�ne

J U
N :�  

J P J U �� all u PMU
N pJq are Fredholm regular

( � J U

and claim: J U
N is open and dense (in the C8-topology). Openness follows from

the compactness statement above, and for density, it su�ces to choose J ref P J U
N

arbitrarily and show that for any sequence Jk P J U
ε converging to J ref and consisting

of regular values of the projection MU
ε Ñ J U

ε , every uk P MU pJkq for k " 1 is
Fredholm regular. This holds because a subsequence of uk converges to something in
MU pJ refq, which is ε-regular, implying that uk is also ε-regular and therefore (as a
regular point of the projection MU

ε Ñ J U
ε ) Fredholm regular. Now£

NPN
J U
N � J U

is the comeager set we want.
 How to achieve B̄J&0 for all (not just somewhere injective) curves: inhomogeneous per-
turbations! Given J P J pMq, de�ne the vector bundle P Ñ T � Σ � M with �bers
Ppj,z,pq � HomCppTzΣ, jq, pTpM,Jqq, so any K P ΓpEq determines a section ν : T � B Ñ E
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by νpj, uqpzq :� Kpj, z, upzqq. We then consider the inhomogeneous nonlinear Cauchy-
Riemann equation

B̄Jpj, uq � νpj, uq, i.e. B̄J,νpj, uq :� B̄Jpj, uq � νpj, uq � 0.

 The linearization of B̄J,ν at pj, uq P B̄�1
J,νp0q with respect to η P TuB is another linear

Cauchy-Riemann type operator Dν
u on u�TM .

 Proposition: For generic K P ΓpP q, B̄J,ν is transverse to the zero-section everywhere.
Proof: Same idea as before, but easier because the perturbation Kpj, z, upzqq depends
explicitly on z and not just upzq.

Lecture 22 (18.01.2023): Gluing.

 Goal: Describe a neighborhood of U0 :� rpS, j0, ζ,∆, u0qs in Mg,mpJ,Aq. In particular,
must this neighborhood contain a sequence of smooth curves in Mg,mpJ,Aq degenerating
to U0? (Exercise 11.2 shows that this is not always true.)

 Choose a Teichmüller slice T � J pSq through j0 (i.e. a product of Teichmüller slices for
each connected component of S) with ζ Y∆ regarded as the set of marked points, and let

W k,p
∆ pu�0TMq :�  

η PW k,ppu�0TMq �� ηpz�q � ηpz�q for each node tz�, z�u P ∆
(
.

De�nition: The nodal curve U0 is Fredholm regular if the restriction of the linearization
DB̄Jpj0, u0q to the domain Tj0T `W k,p

∆ pu�0TMq is surjective ontoW k�1,ppHomCpTS, u�0TMqq.
 Meaning: Suppose U0 has N nodes, denoted by ∆ �  tz�1 , z�1 u, . . . , tz�N , z�Nu(, and let
B denote the Banach manifold W k,ppS,Mq. Fredholm regularity of U0 then means that
all component curves in U0 are Fredholm regular (hence B̄�1

J p0q � T � B is a smooth
�nite-dimensional manifold near pj0, u0q) and, additionally, the map

ev∆ : B̄�1
J p0q ÑM�2N : pj, uq ÞÑ pupz�1 q, upz�1 q, . . . , upz�N q, upz�N qq

is transverse at pj0, u0q to the submanifold

Diag :�  pp1, p1, . . . , pN , pN q �� p1, . . . , pN PM( �M�2N .

The set �M∆ :� ev�1
∆ pDiagq � B̄�1

J p0q parametrizes the set of all other nodal curves in
Mg,mpJ,Aq near U0 that also have N nodes, and it is then a manifold of dimension

dim �M∆ � indDB̄Jpj0, u0q � 2nN

 Dimensional comparison: assume for simplicity that all domains in this discussion are
stable, hence their automorphism groups are �nite. One then computes:

dim �M∆ � vir-dimMg,mpJ,Aq � 2N and dim T � dimMg,m � 2N.

Upshot: If we want to see all smooth curves near U0 PMg,mpJ,Aq or all smooth Riemann
surfaces close to rpS, j0, ζ,∆qs P Mg,m, we need to add 2 extra �gluing parameters� for
each node.

 De�ne the space of gluing parameters

Γ :� pr0,8q � S1q�N Q pR1, θ1, . . . , RN , θN q �: γ

and its compacti�cation Γ :�
�
r0,8q � S1

	�N

where r0,8q � S1 :� �r0,8s � S1
� L �t8u � S1

�
is topologically a 2-disk, its center identi�ed with the quotient of t8u � S1. Denote the
point with R1 � . . . � RN � 8 by Γ

8 P Γ.
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 Pre-gluing of Riemann surfaces: Assuming all j P T are identical near ∆, associate to each
pj, γq P T �Γ a smooth Riemann surface pΣγ , jγq of genus g, de�ned by cutting out of pS, jq
small disk-like neighborhoods of the nodal points z�i , then connecting the boundaries of
neighborhoods of z�i and z�i by necks r�Ri, Ris � S1 and �twisting� each neck by θi P S1.
(In other words: after choosing holomorphic cylindrical coordinates near z�i , θi represents
the S1-freedom in how to glue r�Ri, Ris � S1 biholomorphically to these neighborhoods.)
The resulting map

T � ΓÑMg,m : pj, γq ÞÑ rpΣγ , jγ , ζqs
has a natural continuous extension to T �ΓÑMg,m whose image is onto a neighborhood
of rpS, j0, ζ,∆qs PMg,m. (For this extension, the node tz�i , z�i u P ∆ is replaced by a neck
of length 2Ri whenever Ri   8, but the node is left intact when Ri � 8.)

 Pre-gluing of J-holomorphic curves: Associate to each pj, u, γq P �M∆ � Γ a smooth and
approximately J-holomorphic map uγ : pΣγ , jγq Ñ pM,Jq, de�ned such that uγ � u
outside the disk-like neighborhoods of nodal points, and on each neck r�Ri, Ris � S1, uγ
interpolates via a smooth cuto� function between u|nbhdpz�i q and u|nbhdpz�i q. There is also
a natural extension to γ P Γ that leaves the node tz�i , z�i u intact whenever Ri � 8.

 Main technical lemma (�gluing estimates�): One can choose a family of norms (depending
on the gluing parameters) such that:
(1) }B̄Jpjγ , uγq} Ñ 0 as γ Ñ Γ

8

(2) If U0 is Fredholm regular, then the linearization14 ∇B̄Jpjγ , uγq is surjective for all γ
close enough to Γ

8
and has a right inverse that is bounded uniformly as γ Ñ Γ

8
.

Idea of the proof: For an intelligent choice of norms, one views the operators ∇B̄Jpjγ , uγq
for γ Ñ Γ

8
as converging (in some generalized sense) to the restriction of DB̄Jpj0, u0q that

was required to be surjective in the de�nition of Fredholm regularity.
 Main gluing theorem: If U0 is Fredholm regular,15 then the pre-glued family of approxi-
mately J-holomorphic curves uγ : pΣγ , jγq Ñ pM,Jq can be modi�ed for γ P Γ near Γ

8
to

a family of exactly J-holomorphic curves

u1γ : pΣγ1 , j
1
γ1q Ñ pM,Jq,

where γ P Γ, j1 P T and u1γ are all small perturbations of γ, j, uγ respectively, with the size

of the perturbation becoming arbitrarily small as γ Ñ Γ
8
. Moreover, the image of the

resulting map �M∆ � ΓÑMg,mpJ,Aq
contains a neighborhood of U0.
Idea of the proof: Restricting ∇B̄Jpjγ , uγq to a subspace complementary to its kernel
gives (for γ close to Γ

8
) an isomorphism Q satisfying an injectivity estimate of the form

}Qv} ¥ c}v} for a constant c ¡ 0 that is (thanks to the gluing estimate) independent of
pj, u, γq. Since B̄Jpjγ , uγq is small, a quantitative version of the inverse function theorem
can then be used to show that pjγ , uγq admits a unique perturbation in the direction of
this subspace that hits the zero-set of B̄J .

 Recall: For rpΣ, j, ζqs PMg,m, each φ P AutpΣ, j, ζq represents a Fredholm regular element
of the moduli space Mg,mpj, rΣsq, which has virtual dimension 2m, and this element is
also a transverse intersection of ev : Mg,mpj, rΣsq Ñ Σ�m with the one-point submanifold

14Here we are writing ∇B̄J pjγ , uγq instead of DB̄J pjγ , uγq because in general pjγ , uγq R B̄�1
J p0q, thus the lin-

earization depends on a choice of connection.
15In the lecture I neglected to include this hypothesis, but it really is quite important.
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tpζ1, . . . , ζmqu. It follows (via the implicit function theorem) that for any choice of Teich-
müller slice T � J pΣq parametrizing T pΣ, ζq near j, every j1 P J pΣq near j determines
a unique j2 P T near j and φ1 P DiffpΣ, ζq near φ for which φ1 : pΣ, j2q Ñ pΣ, j1q is
biholomorphic. (Note that if T is chosen to be AutpΣ, j, ζq-invariant, the uniqueness in
this statement implies that φ1 � φ whenever j1 P T .)
One can similarly exploit the Fredholm regularity of automorphisms and plug them into a
variation on the gluing construction above, giving:

 Automorphism gluing theorem:16 Assume the Teichmüller slice T � J pSq is chosen to be
AutpS, j0, ζ,∆q-invariant. Then every φ P AutpS, j0, ζ,∆q uniquely determines a family of
biholomorphic maps

φj,γ : pΣγ1 , j
1
γ1q Ñ pΣγ , jγq, pj, γq P T � Γ

�xing the marked points ζ, such that the map φj,γ and the parameters γ1 P Γ and j1 P T
each depend smoothly on pj, γq. Moreover, there is a natural continuous extension of this
family allowing γ P Γ, which de�nes a continuous family of equivalences between marked
nodal Riemann surfaces, and any sequence φk of such equivalences converging to φ as
k Ñ8 can be realized via this construction for k " 1 and a unique sequence of parameters
pjk, γkq Ñ pj0,Γ8q P T � Γ.

 Corollary 1: The natural action of AutpS, j0, ζ,∆q on �M∆ by φ � pj, uq :� pφ�j, u � φq
extends to an action on a neighborhood of �M∆ � tΓ8u in �M∆ � Γ such that if U0 is
Fredholm regular, the gluing map �M∆ � Γ Ñ Mg,mpJ,Aq descends to the quotient as a
homeomorphism ��M∆ � Γ

	M
AutpS, j0, ζ,∆q ÑMg,mpJ,Aq

from a neighborhood of rpj0, u0,Γ8qs to a neighborhood of U0. In particular, the open
set of Fredholm regular stable nodal J-holomorphic curves in Mg,mpJ,Aq is naturally a
topological orbifold17 with isotropy group AutpU0q at U0.

 Corollary 2: For 2g �m ¥ 3, the Deligne-Mumford space Mg,m is a compact topological
orbifold with isotropy group AutpS, j, ζ,∆q at rpS, j, ζ,∆qs PMg,m.
(Remark: You can view this either as a corollary of Corollary 1 above, or as a direct
consequence of the automorphism gluing theorem, as the latter presents a neighborhood
of rpS, j0, ζ,∆qs in Mg,m as the quotient of T � Γ by AutpS, j0, ζ,∆q. While it does not
follow immediately from our gluing construction, one can show in fact that Mg,m has a
natural smooth structure compatible with the smooth orbifold structure we already had
on the open and dense subset Mg,m �Mg,m. It also has a natural complex structure and
is thus a complex orbifold, whose tangent spaces all have natural identi�cations with the
cokernels of certain complex-linear Cauchy-Riemann operators.)

 Nice corollary of Corollary 2 (via Deligne-Mumford compactness): For each g,m ¥ 0 with
2g �m ¥ 3, there exists a universal bound on the orders of the automorphism groups of
genus g Riemann surfaces with m marked points.

16I'm no longer sure, but I suspect that I slightly misstated this theorem and Corollary 1 when I presented them
in lecture. I'm trying very hard to produce correct statements in this writeup, even if I leave the proofs somewhat
to your imagination.

17I am not making any claims about the smoothness of this orbifold, because there is no obvious way to control
the smoothness of transition maps as gluing parameters go to in�nity. This issue has occasionally been a source of
controversy among symplectic topologists.
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Suggested reading. For the basic properties of the Floer Cε-space (e.g. why it is separable), see
[Wenc, Appendix B]. The method by which I used it in lecture to �x the proof of generic transver-
sality is described in the blog post [Wen]; unfortunately I did not have the correct understanding
of this method until relatively recently, and thus have not gotten around to updating any of my
books-in-progress accordingly.

If you want to see how generic transversality is proven using �nitely-di�erentiable almost com-
plex structures, see [MS12, �3.2]. The so-called �Taubes trick� also appears in their argument, but
for a di�erent purpose: it is used in order to turn a statement about generic Ck-smooth almost
complex structures into one in which everything is C8.

The inhomogeneous nonlinear Cauchy-Riemann equation doesn't appear in any of my lecture
notes, but is discussed in [MS12, Chapter 8].

I wish I could give you a good reference for the general gluing theorems we sketched in lecture,
but I really can't; in this form, they are essentially folk theorems. Various similar but more speci�c
and technical gluing theorems can be found (with full gory details) in various places: e.g. the
construction of quantum cohomology requires a theorem about the gluing of two J-holomorphic
spheres with a domain-dependent almost complex structure, so this is proved in [MS12, Chapter 10].
If you are at all familiar with Floer homology, then it is also worth looking at the gluing theorem
for two rigid Floer cylinders explained in [AD14], since this result is somewhat simpler to state
(if not to prove). In every case, complete proofs require quite careful de�nitions of parametrized
families of norms and a fairly long sequence of estimates; getting all the details right is a pain in
the neck, though the main idea is not so hard to understand.

Exercises (for the Übung on 25.01.2023). Update (27.01.2023): I have added written solu-
tions to these exercises to make up for the cancellation of the problem session on 25.01.

Exercise 12.1. The following trick is used instead of inhomogeneous perturbations for the con-
struction in [MS12] of the genus 0 Gromov-Witten invariants of semipositive symplectic manifolds.
Given a closed Riemann surface pΣ, jq, a domain-dependent almost complex structure on
a manifold M is a smooth function J on Σ � M whose value at each point pz, pq P Σ � M is
a complex structure Jpz, pq : TpM Ñ TpM ; equivalently, J is a family of almost complex struc-
tures Jpz, �q P J pMq smoothly parametrized by z P Σ. If pM,ωq is a symplectic 2n-manifold,
we can de�ne J Σ

τ pM,ωq to be the space of smooth domain-dependent almost complex structures
such that Jpz, �q is ω-tame for every z P Σ; it is easily shown that this space is contractible. For
J P J Σ

τ pM,ωq, a smooth map u : Σ Ñ M is then called J-holomorphic if its derivative at every
point z P Σ is a complex linear map from pTzΣ, jq to pTupzqM,Jpz, upzqqq, so in local holomorphic
coordinates ps, tq on some region in Σ, the nonlinear Cauchy-Riemann equation now becomes

Bsups, tq � Jps, t, upzqq Btups, tq � 0.

For J P J Σ
τ pM,ωq and A P H2pMq, let�Mpj, J,Aq � C8pΣ,Mq

denote the space of J-holomorphic maps u : pΣ, jq Ñ pM,Jq that satisfy rus :� u�rΣs � A. Notice
that for most choices of J P J Σ

τ pM,ωq, there is no meaningful notion of multiply-covered curves
in �Mpj, J,Aq: the composition of a J-holomorphic curve with a holomorphic branched cover of
Riemann surfaces will not still be J-holomorphic for a typical domain-dependent J . For the same
reason, there is no natural action of AutpΣ, jq on �Mpj, J,Aq and no meaningful equivalence relation
de�ned via biholomorphic reparametrization when J is domain-dependent.

Prove:

(a) For any J P J Σ
τ pM,ωq, the set of J-holomorphic maps u : pΣ, jq Ñ pM,Jq satisfying

rus � 0 P H2pMq is precisely the set of constant maps ΣÑM .
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Solution:
For the same reasons as in the case of a domain-independent ω-tame almost complex struc-
ture, the 2-form u�ω on Σ is everywhere nonnegative, and strictly positive wherever the
derivative of u does not vanish. If rus � 0, the computation

³
Σ
u�ω � xrωs, rusy � 0 thus

implies that u is constant.
(b) For generic J P J Σ

τ pM,ωq and every A � 0 P H2pMq, �Mpj, J,Aq is a smooth manifold of
dimension nχpΣq � 2c1pAq.

Solution:
One can set this up in the same way that we analyzed the local structure of Mg,mpJ,Aq,
but there is no need to worry about Teichmüller slices since j is �xed. The nonlin-
ear Cauchy-Riemann operator is thus de�ned as a smooth section B̄J : B Ñ E with
B � W k,ppΣ,Mq and Eu � W k�1,ppHomCpTΣ, u�TMqq, where in the case of domain-
dependent J , one can take the complex structure on the bundle u�TM Ñ Σ to be given
by Jpz, upzqq at each point z P Σ. The linearization at u P B̄�1

J p0q is then a Cauchy-
Riemann type operator Du � DB̄Jpuq : TuB Ñ Eu on u�TM , and thus has Fredholm index
nχpΣq � 2c1pu�TMq � nχpΣq � 2c1pAq. The only di�erence that the domain-dependence
of J makes to this discussion is that if we choose a symmetric connection ∇ on M in order
to write down the explicit formula

Duηpzq � ∇ηpzq � Jpz, upzqq �∇ηpzq � j �∇ηJpz, upzqq � Tu � j,
then the terms J and ∇ηJ both depend explicit on z P Σ and not just on upzq PM .

Here is a sketch of the generic transversality proof �modulo technical hassles�, i.e. pre-
tending that certain Fréchet manifolds are actually Banach manifolds, a discrepancy that
can as usual be repaired using Cε-spaces. Let us pretend in particular that J Σ

τ pM,ωq is a
Banach manifold, and use it to de�ne a universal moduli space

MpJ q :�
!
pu, Jq �� J P J Σ

τ pM,ωq and u P �Mpj, J,Aq
)
.

The main step is to show that MpJ q is a smooth Banach manifold, and the rest of the
argument then proceeds as usual via the Sard-Smale theorem and the Taubes trick. To
prove smoothness of MpJ q, one needs to extend B̄J in the obvious way to a section B̄
de�ned on a bundle over B � J Σ

τ pM,ωq, whose linearization at each pu, Jq P B̄�1p0q will
then be an operator L : W k,ppu�TMq ` TJJ Σ

τ pM,ωq Ñ W k�1,ppHomCpTΣ, u�TMqq of
the form

Lpη, Y q � Duη � Y � Tu � j.
The crucial di�erence between this and the situation we already considered in lecture is
that Y is now allowed to depend explicitly on both z P Σ and upzq PM , i.e. Y can be any
smooth function on Σ�M whose value at pz, pq is a linear map Y pz, pq : TpM Ñ TpM that
anticommutes with Jpz, pq and satis�es the additional condition ωpY v, Jwq�ωpJv, Y wq �
0 for all tangent vectors v, w; the latter is the result of linearizing the ω-compatibility
condition ωpJv, Jwq � ωpv, wq. Consider the case k � 1, from which the rest will as usual
follow via elliptic regularity. We know that L has closed image since Du is Fredholm,
so if L is not surjective, there exists a nontrivial section α P LqpHomCpTΣ, u�TMqq for
1
p � 1

q � 1 such that

xDuη, αyL2 � 0 for all η PW 1,ppu�TMq,
xY � Tu � j, αyL2 � 0 for all Y P TJJ Σ

τ pM,ωq.
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The �rst condition implies via elliptic regularity that α is a smooth solution to D�
uα � 0,

so by the similarity principle, it has only isolated zeroes. The next step is where we needed
to assume in lecture that u : Σ Ñ M has an injective point, but the domain-dependence
of Y makes that assumption unnecessary here. Instead, it su�ces to be able to choose a
point z0 P Σ at which αpz0q � 0 and Tz0u � 0, the existence of which is guaranteed if
A � 0 since, by part (a), u is not constant. Indeed, we can then choose Y P TJJ Σ

τ pM,ωq
such that Y pz0, upz0qq �Tz0u � j has a positive inner product with αpz0q and then multiply
by a cuto� function depending only on z P Σ to make the integrand of xY � Tu � j, αyL2

vanish outside an arbitrarily small neighborhood of z0. This ensures xY � Tu � j, αyL2 ¡ 0
and thus brings about a contradiction, proving that L is surjective.

(c) The statement about �Mpj, J,Aq in part (b) also holds for A � 0 P H2pMq and all time-

independent J P Jτ pM,ωq if Σ has genus 0, but it does not hold for any J P J Σ
τ pM,ωq if

Σ has positive genus.18

Solution:
If J P J Σ

τ pM,ωq and u : Σ Ñ M is a constant map with value p P M , then the complex
vector bundle u�TM Ñ Σ has �ber pTpM,Jpz, pqq at each point z P Σ, so it is a trivial
bundle, and the linearized Cauchy-Riemann operator Du takes the form

Duηpzq � dηpzq � Jpz, pq � dηpzq � j.
Here we have written ordinary di�erentials instead of covariant derivatives since η is just
a function Σ Ñ TpM with values in a �xed vector space. Since the bundle is trivial, the
operator Du has index nχpΣq, which is nonpositive if Σ has genus g ¡ 0, even though there
clearly always exists a 2n-dimensional family of constant J-holomorphic maps Σ Ñ M ,
implying that Du cannot be surjective. On the other hand, if g � 0 and J is domain-
independent, then choosing a complex basis of pTpM,Jppqq identi�es Du with the standard
Cauchy-Riemann operator B̄ on the trivial bundle S2�Cn Ñ S2. The kernel of this operator
consists of the holomorphic functions S2 Ñ Cn, which are all constant since S2 is compact,
thus dimkerDu � 2n � indDu and it follows that Du is surjective.

Comment: The trouble with higher-genus curves in the homology class 0 P H2pMq is a reason to
prefer inhomogeneous perturbations; cf. the next exercise.

Exercise 12.2. Fix a closed Riemann surface pΣ, jq of genus g ¥ 0 with a point z0 P Σ, and assume
pM,ωq is a closed symplectic 2n-manifold with a �xed tame (and possibly domain-dependent)
almost complex structure J P J Σ

τ pM,ωq. Let P Ñ Σ �M denote the vector bundle whose �ber
at pz, pq P Σ �M is the space of complex-antilinear maps from pTzΣ, jq to pTpM,Jpz, pqq. Any
section K P ΓpP q then determines an inhomogeneous nonlinear Cauchy-Riemann equation for
maps u : ΣÑM in the form

B̄Ju � νpuq on Σ,

where at z P Σ, B̄Jupzq :� Tzu � Jpz, upzqq � Tzu � j P Ppz,upzqq and νpuqpzq :� Kpz, upzqq. For
A P H2pMq, let �Mpj, J,K,Aq � C8pΣ,Mq
denote the space of solutions u : ΣÑM to this equation that satisfy rus � A. Prove:

(a) For generic K P ΓpP q and every A P H2pMq, �Mpj, J,K,Aq is a smooth �nite-dimensional
manifold. What is its dimension?

18I have modi�ed this statement slightly from the original version, which claimed that transversality also holds
in the genus zero case for all domain-dependent J . On closer inspection, I don't think that's true.
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Solution:
I'll skip to the crucial detail: the operator that needs to be surjective for each u P�Mpj, J,K,Aq in order for the relevant universal moduli space to be smooth takes the
form

L :W 1,ppu�TMq ` ΓpP q Ñ LppHomCpTΣ, u�TMqq
Lpη,Qqpzq � pDν

uηq pzq �Qpz, upzqq,
where Dν

u is a linear Cauchy-Riemann type operator on u�TM . If L is not surjective, then
there is a nontrivial section α of class Lq for 1

p � 1
q � 1 satisfying

xDν
uη, αyL2 � 0 for all η PW 1,ppu�TMq,

xQp�, uq, αyL2 � 0 for all Q P ΓpP q.
As usual, the �rst condition implies via elliptic regularity and the similarity principle that
α is smooth and has only isolated zeroes. One can then easily violate the second condition
by a suitable choice of Qpz, pq with support for z close to some point z1 where αpz1q � 0;
this does not require any assumptions at all about the map u : ΣÑM . By the usual Sard-
Smale/Cε-space/Taubes trick argument, it follows that �Mpj, J,K,Aq is a smooth manifold
for generic K P ΓpP q, and its dimension is the index of Dν

u, which is nχpΣq � 2c1pAq.
(b) If g � 0 and J P Jτ pM,ωq is domain-independent,19 then there exists a neighborhood

U � ΓpP q of 0 such that for every p PM and every K P U , �Mpj, J,K, 0q contains a unique
solution u : ΣÑM with upz0q � p. In what circumstances will this solution be constant?

Solution:
We will deduce the result from the implicit function theorem after observing that for each
p PM , if g � 0, K � 0 and J is domain-independent, then the moduli space

�Mpj, J,K, 0 ; pq :�
!
u P �Mpj, J,K, 0q �� upz0q � p

)
is �cut out transversely,� meaning the following. Since K � 0, �Mpj, J,K, 0q contains only
constant maps, and as we saw in Exercise 12.1, the linearized Cauchy-Riemann operator
Du at each of these maps can be identi�ed with the standard operator B̄ on a trivial bundle,
which is surjective and has kernel consisting of all constant functions. Now pick m P N
large and consider the section

B̄J,ν : B � CmpP q Ñ E : pu,Kq ÞÑ B̄Ju�Kp�, uq,
where B :�W 1,ppΣ,Mq and Epu,Kq :� LppHomCpTΣ, u�TMqq. Since there is a continuous
composition pairing pF, uq ÞÑ F � u P W 1,p for F P C1 and u P W 1,p, the section B̄J,ν is of
class Cm�1 due to the term Kp�, uq, so we need to assume at least m ¥ 2 in order to apply
the inverse and implicit function theorems. At pu,Kq P B̄�1

J,νp0q, its linearization takes the
form

DB̄J,νpu,Kq :W 1,ppu�TMq ` CmpP q Ñ LppHomCpTΣ, u�TMqq : pη,Qq ÞÑ Dν
uη �Qp�, uq,

where Dν
u is a linear Cauchy-Riemann type operator on u�TM . Whenever K � 0 and

u is a constant map, Dν
u � Du has the aforementioned identi�cation with the standard

19As with Exercise 12.1(c), I have modi�ed the statement here to add the assumption that J is domain-
independent in the genus zero case.
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operator B̄ and is thus surjective, implying that DB̄J,νpu, 0q is also surjective, hence B̄�1
J,νp0q

is a Cm�1-smooth Banach manifold in some open neighborhood of the subset�Mpj, J, 0, 0q �
!
pu, 0q P B̄�1

J,νp0q
)
,

which is compact since it consists only of constant maps. We claim moreover that the map

B̄�1
J,νp0q Ñ CmpP q �M : pu,Kq ÞÑ pK,upz0qq

is a local Cm�1-di�eomorphism on some neighborhood of �Mpj, J, 0, 0q. Indeed, the deriv-
ative of this map at pu, 0q P B̄�1

J,νp0q with u � p PM is

(12.1) kerDB̄J,νpu, 0q Ñ CmpP q ` TpM : pη,Qq ÞÑ pQ, ηpz0qq.
If pQ, ηpz0qq � 0 here, then η is an element of kerDu with ηpz0q � 0, implying η � 0
since kerDu contains only constant functions, so we've proved the derivative is injective.
For surjectivity, suppose pQ,Xq P CmpP q ` TpM is given. Since Du is surjective, we can
then �nd η P W 1,ppu�TMq with Duη � Qp�, uq, and then add to this a constant function
to achieve ηpz0q � X. We then have DB̄J,νpu, 0qpη,Qq � Duη � Qp�, uq � 0, and have
thus proven that the map (12.1) is surjective. Using the inverse function theorem and
appealing to the compactness of �Mpj, J, 0, 0q and the uniqueness of maps in this moduli
space through any given point p PM , we now �nd a neighborhood Um � CmpP q of 0 such
that the map!

pu,Kq �� K P Um and u P �Mpj, J,K, 0q
)
Ñ Um �M : pu,Kq ÞÑ pK,upz0qq

is a Cm�1-smooth di�eomorphism. Take U � ΓpP q to be the set of all smooth elements
in Um.

Given p P M the map u P �Mpj, J,K, 0q with upz0q � p will be constant if and only if
Kpz, pq � 0 for all z P Σ. This implies in particular that for generic choices of K, none of
these maps are constant.

(c) If g � 1 and H � M is a smooth hypersurface, then for generic K P ΓpP q, �Mpj, J,K, 0q
contains no solution u : Σ Ñ M with upz0q P H. Find also an explicit K P ΓpP q that is
not generic in this sense.

Solution:
We saw in part (a) that for generic K, �Mpj, J,K, 0q in the genus 1 case is a smooth man-
ifold of dimension nχpΣq � 2c1pAq � 0, i.e. a discrete set. One can extend this as follows
to a result involving the transversality of the �evaluation� map

ev : �Mpj, J,K,Aq ÑM : u ÞÑ upz0q.
The idea is �rst to show that the obvious extension of ev to the universal moduli space20�M :�

!
pu,Kq �� K P ΓpP q and u P �Mpj, J,K,Aq

)
is a submersion. The key point here is that the operator L that we needed to prove is
surjective in part (a) remains surjective if η P W 1,ppu�TMq is restricted to the space of
sections satisfying ηpz0q � 0. This extra condition makes no di�erence to the argument in
part (a); one only needs to observe that α is still smooth on Σztz0u and has isolated zeroes,
so one can pick a point z1 P Σztz0u at which αpz1q � 0 and choose Qpz, pq to have support

20Here we are again pretending that ΓpP q is a Banach manifold, and as usual, the discrepancy can be remedied
using Cε-spaces.
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near z � z1 and not intersecting z � z0. With this understood, any smooth hypersurface
H �M now determines a smooth codimension 1 Banach submanifold

ev�1pHq � �M,

and by applying the Sard-Smale theorem to the projection ev�1pHq Ñ ΓpP q : pu,Kq ÞÑ
K, one �nds a comeager subset ΓregpP q � ΓpP q depending on H such that for all K P
ΓregpP q, �Mpj, J,K, 0q is a smooth 0-manifold containing ev�1pHq � �Mpj, J,K, 0q as a
codimension 1 submanifold. By de�nition, a codimension 1 submanifold of a 0-manifold is
the empty set.

We observe however that ifK � 0, then �Mpj, J,K, 0q contains all constant maps ΣÑM
and thus contains a map through every hypersurface of M , implying 0 R ΓregpP q.

(d) If g ¥ 2, then for generic K P ΓpP q, �Mpj, J,K, 0q � H. Find also an explicit K P ΓpP q
that is not generic in this sense.

Solution:
The point here is that dim �Mpj, J,K, 0q � nχpΣq is negative if g ¥ 2. Once again K � 0

is clearly not generic since �Mpj, J, 0, 0q contains all constant maps ΣÑM and is thus not
empty.

Exercise 12.3. Fix pΣ, jq and pM,ωq with a domain-dependent almost complex structure J P
J Σ
τ pM,ωq and inhomogeneous perturbation K P ΓpP q as in the previous two exercises.

(a) Find a (domain-independent) almost complex structure pJ on Σ�M such that the natural
projection pΣ�M, pJq Ñ pΣ, jq is pseudoholomorphic and the map pu : Σ Ñ Σ�M : z ÞÑ
pz, upzqq is pJ-holomorphic if and only if u : ΣÑM satis�es the inhomogeneous nonlinear
Cauchy-Riemann equation B̄Ju � νpuq of Exercise 12.2.
Hint: If you regard Σ � M Ñ Σ as a trivial �ber bundle with almost complex �bers,
you can construct a connection on this bundle for which B̄Ju � νpuq is equivalent to the
condition that the covariant derivative of the section pu is everywhere complex-linear.
Remark: This exercise has the convenient consequence that almost everything one needs to
know about the moduli space �Mpj, J,K,Aq follows from things we have previously proved
about the usual moduli space of J-holomorphic curves with domain-independent J .

Solution:
Following the hint, let π : E Ñ Σ denote the trivial �ber bundle E � Σ �M , with �bers
Ez � tzu�M , and write V E � TE for the vertical subbundle over E, whose �ber Vpz,pqE
at pz, pq P E is Tpz,pqEz � TpM . We can use J P J Σ

τ pM,ωq to endow each �ber Ez with the
almost complex structure Jz :� Jpz, �q P Jτ pM,ωq, which can also be viewed as a complex
structure on the vector bundle V E Ñ E. A connection on E Ñ Σ de�nes a horizontal
subbundle HE � TE complementary to V E, thus giving a splitting TE � HE ` V E
such that for each pz, pq P E, π� : TE Ñ TΣ restricts to an isomorphism Hpz,pqE Ñ TzΣ.
In light of the canonical isomorphism Vpz,pqE � TpM , the connection thus determines an
isomorphism

(12.2) Tpz,pqE � Hpz,pqE ` Vpz,pqE � TzΣ` TpM,

where we should stress that unless we have chosen the trivial connection, this isomorphism
will not be the obvious one arising from the fact that E is a product Σ �M . Let K :
TE Ñ V E denote the �berwise linear projection along HE. The covariant derivative of a
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section s : ΣÑ E in the direction X P TzΣ at a point z P Σ is then given by

∇Xs � KpTspXqq P VspzqE.
To be more explicit about this, we can write the projection Kpz,pq : Tpz,pqpΣ � Mq Ñ
Vpz,pqE � TpM in block form with respect to the �obvious� splitting Tpz,pqpΣ � Mq �
TzΣ` TpM as

Kpz,pq �
�
νpz, pq 1

�
: TzΣ` TpM Ñ TpM

for some linear map νpz, pq : TzΣ Ñ TpM that depends smoothly on pz, pq P Σ �M . It
will turn out to be convenient in the following if νpz, pq de�nes a complex-antilinear map
pTzΣ, jpzqq Ñ pTpM,Jpz, pqq, so let us assume this henceforth. A section pu : Σ Ñ E �
Σ�M takes the form pupzq � pz, upzqq for some smooth map u : ΣÑM , and its covariant
derivative with respect to X P TzΣ is then

(12.3) ∇Xpu � Kpz,upzqq

�
X

TzupXq


� νpz, upzqqX � TzupXq P TupzqM.

Let us call pu a J-∇-holomorphic section if its covariant derivative de�nes a complex-linear
map pTzΣ, jpzqq Ñ pTupzqM,Jpz, upzqqq at every point z P Σ; in light of (12.3), this
condition means

Tzu � jpzq � νpz, upzqq � jpzq � Jpz, upzqq � Tzu� Jpz, upzqq � νpz, upzqq.
Since ν is complex antilinear, the two terms containing ν can now be combined into one,
and the equation rewritten as

B̄Jupzq :� Tzu� Jpz, upzqq � Tzu � jpzq � �2νpz,upzqq.
Up to a factor of �2, this is the usual inhomogeneous nonlinear Cauchy-Riemann equation
(with domain-dependent J) for the map u : Σ Ñ M , and we see that once J has been
chosen, there is a canonical bijective correspondence between choices of inhomogeneous
perturbation and choices of connection for which the term ν in the vertical projection is
complex-antilinear. Finally, we construct a domain-independent almost complex structurepJ on the total space E � Σ�M such that pu is a J-∇-holomorphic section if and only if it is apJ-holomorphic map ΣÑ E. It will be most convenient to write pJpz, pq : Tpz,pqE Ñ Tpz,pqE
in block form with respect to the splitting (12.2), and the obvious formula to try is then

pJpz, pq � �
jpzq 0
0 Jpz, pq



: Hpz,pqE ` Vpz,pqE Ñ Hpz,pqE ` Vpz,pqE,

i.e. pJ is the unique almost complex structure that matches J on the vertical subbundle and
makes each horizontal subspace a complex subspace whose projection to the tangent space
of the base is complex linear. In the same splitting, the tangent map Tzpu : TzΣÑ T

pupzqE
takes the form

Tzpu � �
1

∇pupzq



: TzΣÑ H
pupzqE ` V

pupzqE,

thus the equation Tzpu � jpzq � pJppupzqq � Tzpu becomes�
jpzq

∇pupzq � jpzq


�

�
jpzq 0
0 Jpz, upzqq


�
1

∇pupzq


�

�
jpzq

Jpz, upzqq �∇pupzq


,

which holds if and only if ∇pupzq is complex linear.
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(b) Describe a natural compacti�cation for the moduli space �Mpj, J,K,Aq. Think up two ways
to deduce this result: (1) By a direct bubbling argument, and (2) Using the construction
in part (a) to derive it from Gromov's compactness theorem.

Solution: Let's �rst think in terms of the trivial �ber bundle π : E � Σ �M Ñ Σ and
almost complex structure pJ P J pEq from part (a). Given A P H2pMq, let pA P H2pEq de-
note the homology class represented by a section of the form pupzq � pz, upzqq if u : ΣÑM

represents A. Not every pJ-holomorphic map pu : pΣ, j1q Ñ pE, pJq homologous to pA need
be of this form, but we observe that since π : pE, pJq Ñ pΣ, jq is pseudoholomorphic, everypJ-holomorphic map pu : pΣ, j1q Ñ pE, pJq has the property that π � pu : pΣ, j1q Ñ pΣ, jq is a
holomorphic map between Riemann surfaces. If rpus � pA, then since π� pA � rΣs, the map
π � pu : Σ Ñ Σ must have degree 1 and is therefore a biholomorphic map. It follows thatpu has a unique biholomorphic reparametrization making π � pu the identity map, so up to
reparametrization, we can indeed assume without loss of generality that j1 � j and pu is a
section of the bundle π : E Ñ Σ, giving rise to a bijective correspondence

�Mpj, J,K,Aq �ÑMg,0p pJ, pAq
u ÞÑ rpΣ, j,H, puqs.

This makes it seem natural to call Mg,0p pJ, pAq the compati�cation of �Mpj, J,K,Aq, but
we should think a bit about what this means in practice. Nodal curves rpS, j1,H,∆, pvqs P
Mg,0p pJ, pAqmay in general have several components S � S1\. . .\Sr, and writing pvi :� pv|Si

for each i � 1, . . . , r, the map pvi : pSi, j
1q Ñ pE, pJq will also have the property that

π �pvi : pSi, j
1q Ñ pΣ, jq is a holomorphic map between closed Riemann surfaces, with some

degree di ¥ 0. Since π� pA � rΣs, there are not many possibilities for these degrees: they
must all add up to 1, which means that exactly one of them (say for i � 1) is 1 and the rest
vanish. This means that pv1 can be reparametrized biholomorphically to de�ne a sectionpv1 : pΣ, jq Ñ pE, pJq : z ÞÑ pz, v1pzqq for some v1 P �Mpj, J,K,A1q, where A1 P H2pMq need
not match A, whereas for i � 2, . . . , r, pvi is a map of the form pvipzq � pzi, vipzqq with zi P Σ

constant. Maps of this form are pJ-holomorphic if and only if vi : pSi, j
1q Ñ pM,Jpzi, �qq is

an honest pseudoholomorphic curve, i.e. it satis�es the nonlinear Cauchy-Riemann equation
with no inhomogeneous term and a domain-independent almost complex structure. The
homology classes Ai :� rvis P H2pMq of these curves must satisfy

A �
ŗ

i�1

Ai,

and since S1 has the same genus as Σ, the only way to attach these components together
without increasing the arithmetic genus is if the following holds:
 None of the nodes tz�, z�u P ∆ have both nodal points in S1;
 Si � S2 for i � 2, . . . , r;
 The spheres Si for i � 2, . . . , r are arranged into a �nite collection of �bubble trees�,
each consisting of �nitely many components attached to each other by nodes, and with
exactly one node attaching one of them to S1, each individual tree being attached to
S1 at a separate point.

In particular, there is a �nite set of distinct points z1, . . . , zb P Σ such that each zi corre-
sponds to a speci�c bubble tree in which the bubbles are all Jpzi, �q-holomorphic spheres.
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Once you've seen the picture of �nitely-many bubble trees attached to an element
v1 P �Mpj, J,K,A1q, it is not hard to imagine how you might deduce this picture di-
rectly without passing through Gromov's compactness theorem. By elliptic regularity, a
sequence uk P �Mpj, J,K,Aq will have a C8-convergent subsequence if it satis�es a uni-
form C1-bound, and energy quantization implies that such a bound will hold away from
�nitely many points Γ � Σ, so that uk at least has a convergent subsequence on ΣzΓ.
The correspondence with pJ-holomorphic curves allows us to apply Gromov's removable
singularity theorem to the limit of this sequence and extend it over Γ; the resulting map
v1 : Σ Ñ M then satis�es the inhomogeneous nonlinear Cauchy-Riemann equation but
might represent a di�erent homology class than A. One can then use the usual rescaling
trick to analyze the formation of bubbles along sequences converging to Γ, and the key ob-
servation here is that reparametrizing these maps to zoom in on small disks around points
causes both the inhomogeneous term and the domain-dependence of J to disappear from
the Cauchy-Riemann equation in the limit. As a consequence, the bubbles that form are
honest pseudoholomorphic curves with no inhomogeneous term or domain dependence.

For the development of the Gromov-Witten invariants, the following point is important
to understand: the bubbles that arise in the compacti�cation of �Mpj, J,K,Aq may be
multiply covered, and might therefore live in moduli spaces that fail to be smooth or
have the wrong dimension, even if both J and K are generic. This is the reason why
inhomogeneous perturbations, useful as they are, do not actually su�ce to solve all of the
transversality problems that arise in Gromov-Witten theory. We will �nd at least that this
problem can be circumvented if the symplectic manifold pM,ωq satis�es certain technical
assumptions that always hold up to dimension six.

Final remark: the following more general scenario also arises in the de�nition of the
Gromov-Witten invariants. Instead of a sequence uk in the �xed moduli space �Mpj, J,K,Aq,
suppose we have uk P �Mpjk, J,Kk, Aq where jk is a sequence of complex structures such
that for some �xed set of marked points ζ in Σ, the sequence rpΣ, jk, ζqs PMg,m degener-
ates to a nodal marked Riemann surface in Deligne-Mumford spaceMg,m. Here we assume
also that Kk is a corresponding sequence of inhomogeneous perturbations which depend
smoothly on the position of rpΣ, jk, ζqs in Deligne-Mumford space. Concretely, assume that
jk converges to a smooth limit j8 outside of a �nite collection of disjoint circles C � Σzζ
whose lengths with respect to the Poincaré metric are collapsing to 0. The singular limit
pΣ, j8, ζq then corresponds to a stable nodal Riemann surface representing an element of
Mg,m. If the maps uk satisfy a uniform C1-bound, they will then have a subsequence
that converges on each component of ΣzC to a smooth map satisfying an inhomogeneous
nonlinear Cauchy-Riemann equation, so the limit can be understood as a nodal solution to
B̄Ju � νpuq whose domain is a stable nodal Riemann surface in Mg,m. However, uniform
C1-bounds may as usual fail at �nitely many points, producing additional bubbles that
are pseudoholomorphic spheres with domain-independent almost complex structures. As
a consequence of these bubbles, the nodal Riemann surface that serves as the domain of
our limiting object will not in general be stable, because it can have spherical components
with no marked points and fewer than three nodal points, on which the limiting map
may again be a multiply covered holomorphic sphere. If not for these multiply covered
spheres, we could use inhomogeneous perturbations to solve all transversality problems,
and the Gromov-Witten invariants would be much more straightforward to de�ne than
they actually are.

Exercise 12.4. Assume pM,ωq is a closed symplectic manifold.
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(a) What conditions on a stable nodal J-holomorphic curve U � rpS, j, ζ,∆, uqs PMg,mpJ,Aq
su�ce to ensure that U is Fredholm regular if J P J pM,ωq is generic?
Hint: One could for instance require u|Si : Si Ñ M to be a somewhere injective map for
each connected component of Si � S. This is almost but not quite enough.

Solution:
One can analyze the universal moduli space of (possibly disconnected) holomorphic curves
near u : pS, jq Ñ pM,Jq as the zero-set of a section B̄ : T �B�J pM,ωq Ñ E : pj1, u1, J 1q ÞÑ
B̄J 1pj1, u1q, where B �W 1,ppS,Mq and T � J pSq is a suitable Teichmüller slice, formed as
a product of Teichmüller slices for the connected components of S, with everything in ζY∆
regarded as a marked point. The key step is to prove that the linearization of this section at
each pj, u, Jq P B̄�1p0q is surjective, but we need a bit more: we would like to show not just
that B̄�1

J p0q � T �B is smooth for generic J but also that the map ev∆ : B̄�1
J p0q ÑM�2N

de�ned by evaluating u at its nodal points ∆ �  tz�1 , z�1 u, . . . , tz�N , z�Nu( is transverse to
the submanifold D :� tpp1, p1, . . . , pN , pN qu � M�2N . To make this possible, we restrict
the domain of DB̄pj, u, Jq to sections η PW 1,p

∆ pu�TMq �W 1,ppu�TMq that vanish at ∆; if
the resulting operator is surjective, it will follow that ev∆ is a submersion on the universal
moduli space, and thus transverse to everything. As usual, the Teichmüller slice will not
play any role in this argument, so let's ignore it and consider the operator

L :W 1,p
∆ pu�TMq ` TJJ pM,ωq Ñ LppHomCpTS, u�TMqq : pη, Y q ÞÑ Duη � Y � Tu � j.

If it is not surjective, then there is a nontrivial section α P LqpHomCpTS, u�TMqq for
1
p � 1

q � 1 such that

xDuη, αyL2 � 0 for all η PW 1,p
∆ pu�TMq,

xY � Tu � j, αyL2 � 0 for all Y P TJJ pM,ωq.
From the �rst condition, we deduce via elliptic regularity and the similarity principle that
α is smooth on Sz∆ and, on each connected component of Sz∆, either vanishes identically
or has at most isolated zeroes. By assumption there is a connected component S1 � S
on which α does not vanish identically, and if we can choose a point z0 P S1 at which
αpz0q � 0 such that z0 is also an injective point of the map u : S ÑM , then the rest of the
argument will work exactly the same as for the genericity result that we proved in lecture.
We just need to notice that since S may be disconnected, the existence of an injective point
of u : S Ñ M on S1 � S requires more than just the assumption that u|S1

: S1 Ñ M is
not a multiply covered curve: �rst, we need to require this for all components of S since it
cannot be predicted on which components α will be nontrivial, and second, we also need to
know that no two of these components are reparametrizations of each other, so that their
intersections with each other will be isolated.

First conclusion: Let M�
g,mpJ,Aq �Mg,mpJ,Aq denote the open set of nodal curves

whose connected components are all simple curves and have pairwise nonidentical images.
Then for generic J P J pM,ωq, every U PM�

g,mpJ,Aq is Fredholm regular.

Actually, one can do somewhat better. The statement above excludes from M�
g,mpJ,Aq

any elements that have so-called ghost components Si � S, meaning components on which
u|Si is constant. A ghost component that has genus zero is often also called a ghost
bubble, and these can arise quite naturally. For example, if U � pS, j, ζ,∆q is a nodal
curve in the set M�

g,mpJ,Aq de�ned above and m ¥ 1, then moving one of the marked
points ζ1 P S until it coincides with a nodal point z�1 P ∆ will produce a new element of
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Mg,mpJ,Aq that must have a ghost bubble: indeed, the way to make ∆ and ζ disjoint in
this situation is to add to S an extra copy of S2 on which u is de�ned to be a constant
map with value upz�1 q � upz�1 q, place the marked point ζ1 on S2 and replace the original
node tz�1 , z�1 u with two nodes, one connecting z�1 to the new ghost bubble and another
connecting that ghost bubble to z�1 . Notice that in this construction, the number of marked
plus nodal points on the ghost bubble is exactly three, so there is no ambiguity about the
complex structure on S2 and no freedom of reparametrization.

If U � rpS, j, ζ,∆, uqs P Mg,mpJ,Aq has a ghost component Si � S with image at a
point p PM , then the restriction of the operator DB̄Jpj, uqpy, ηq � Duη � J � Tu � y to Si

is easy to understand: the term involving y disappears since Tu vanishes, and any choice
of complex basis for TpM trivializes the bundle u�TM |Si

so that Du gets identi�ed with
the standard B̄-operator on the trivial bundle Si � Cn Ñ Si. Writing Ti � J pSiq for the
restriction of our chosen Teichmüller slice to Si, the index of this restricted operator is
now dim Ti � nχpSiq, and its kernel consists of all py, ηq where y P Ti and η : Si Ñ TpM is
a constant function; the kernel thus has dimension dim Ti � 2n, which matches the index
(meaning that DB̄Jpj, uq is surjective) if and only if Si has genus zero. This is a good
reason to exclude ghost components with positive genus, but there still seems to be hope
of establishing transversality in the presence of ghost bubbles. Here is what can be proved:

Better conclusion: For generic J P J pM,ωq, all elements of the open setM�
g,mpJ,Aq �

Mg,mpJ,Aq are Fredholm regular, where M�
g,mpJ,Aq consists of all stable nodal curves

U � pS, j, ζ,∆, uq with the following properties:
 All nonconstant connected components of U are simple curves with pairwise distinct
images;

 Every connected nodal curve that can be formed from U by taking a union of ghost
components together with all nodes that connect them to each other has arithmetic
genus zero.

The second condition is a generalization of the condition that ghost components of posi-
tive genus must be excluded, and you can infer its necessity from the following thought-
experiment: suppose U P Mg,mpJ, 0q is a stable nodal curve in which all components are
ghost bubbles, but the total arithmetic genus is positive. (It is not hard to draw a pic-
ture of such a curve; just arrange the nodes on a collection of spheres so that cycles are
formed.) If this curve were Fredholm regular, then it would be possible to glue it to a
smooth curve in Mg,mpJ, 0q, which would necessarily be constant since its homology class
is 0, but would have positive genus and be Fredholm regular due to the regularity of U ;
this is a contradiction since, for the reasons cited above, constant curves of positive genus
are never Fredholm regular.21

The proof of the improved result requires only one or two ingredients beyond what we
have already discussed. One of these is the fact that on the universal moduli space B̄�1p0q �
T � B � J pM,ωq of disconnected curves with 2N nodal points, the map ev∆ : B̄�1p0q Ñ
M�2N is not just transverse to the particular submanifold tpp1, p1, . . . , pN , pN qu �M�2N ,
but to every submanifold. This is relevant if we have ghost bubbles because, for instance,
if U contains exactly one ghost bubble which has k ¥ 3 nodal points, then there are also
k other nodal points z1, . . . , zk on nonconstant components at which the map u : S Ñ M

21Any in any case, the smooth curve in Mg,mpJ, 0q in this thought-experiment would not belong to M�
g,mpJ, 0q,

implying that M�
g,mpJ,Aq could not generally be an open subset of Mg,mpJ,Aq if it were allowed to contain such

objects.
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and all nearby maps will necessarily satisfy the incidence relation

pupz1q, . . . , upzkqq P
 pp, . . . , pq �� p PM( �M�k.

For generic J , we have the freedom to require that the evaluation map on nodal points
should also be transverse to submanifolds like this one. With this understood, the result
can be proved in the following way if there is only one ghost bubble and it has k nodal
points. Write S � S0 \ S1 where S0 is the connected component on which u is constant.
The space B̄�1

J p0q � T � B of J-holomorphic maps S Ñ M near pj, uq can be written
as a product of two pieces M0 �M1, where M1 consists of nonconstant J-holomorphic
curves near pj, uq restricted to S1, and M0 is the space of constant curves de�ned on
S0, which may also have varying complex structures. By assumption there are k nodes tz01 , z11u, . . . , tz0k, z1ku( such that for each i � 1, . . . , k, z0i P S0 and z1i P S1, and we have a
pair of evaluation maps

ev0∆ : M0 ÑM�k, ev1∆ : M1 ÑM�k

de�ned by evaluating curves at these nodal points. Our goal is to show that if J is generic,
then the combined evaluation map

ev∆ � ev0∆� ev1∆ : M0 �M1 ÑM�k �M�k

is transverse to the diagonal submanifold in M�k �M�k. What we know already about
the two maps ev0∆ and ev1∆ is the following: �rst, ev1∆ is transverse to the �thin� diagonal
tpp, . . . , pqu �M�k. Second, since M0 is a space of constant maps, the image of ev0 is this
same thin diagonal in M�k, and it is a submersion onto that submanifold. From here it is
a straightforward linear algebra exercise to prove that ev∆ is transverse to the diagonal in
M�k�M�k. This was a special case, but the general case follows from a similar argument,
just with more notation and bookkeeping.

(b) Suppose dimM � 4 and the nodal curve U has exactly two connected components, both of
which are embedded Fredholm regular J-holomorphic curves living in moduli spaces with
virtual dimension 0. What additional condition then ensures that the nodal curve U is
Fredholm regular?

Solution:
Let's denote the two components of U by u� : pS�, j�q Ñ pM,Jq and u� : pS�, j�q Ñ
pM,Jq and write z� P S� for the two nodal points, where u�pz�q � u�pz�q. By as-
sumption, both curves represent isolated elements of their respective 0-dimensional mod-
uli spaces�call them Mg�,0pJ,A�q. The moduli spaces Mg�,1pJ,A�q are therefore 2-
dimensional, and the maps

S� ÑMg�,1pJ,A�q : z ÞÑ rpS�, j�, zqs
de�ne di�eomorphisms onto connected components of these 2-dimensional moduli spaces.
Identifying the relevant components of Mg�,1pJ,A�q with S� in this way, the map

ev∆ : Mg�,1pJ,A�q �Mg�,1pJ,A�q ÑM �M : pv�, v�q ÞÑ pevpv�q, evpv�qq
gets identi�ed with the map

S� � S� ÑM �M : pz1, z2q ÞÑ pu�pz1q, u�pz2qq,
and the nodal curve U is therefore Fredholm regular if and only if the latter map intersects
the diagonal in M �M transversely at the point pz�, z�q. This is simply the condition
that the intersection of u� with u� at the node is transverse.
Caution: You should guard against letting this simple example inform too much of your
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intuition about what Fredholm regularity of a nodal curve means in higher dimensions.
An intersection u�pz�q � u�pz�q of two J-holomorphic curves in a manifold of dimension
dimM ¥ 6 can never be transverse�transversality of the evaluation map to the diagonal
thus means something a bit harder to visualize in higher dimensions.

13. Week 13

The lecture and Übung on Wednesday of this week were cancelled, so there was only the Tuesday
lecture. A make-up lecture will take place next week in place of the usual Übung.

Lecture 23 (24.01.2023): The fairyland de�nition of GWg,m,A.

 Theorem: All smooth moduli spaces that arise in this course have canonical orientations.
Proof sketch: Ingredient 1: Cauchy-Riemann type operators on bundles over closed Rie-
mann surfaces can always be deformed through a family of Fredholm operators to make
them complex linear.
Ingredient 2: On the space of Fredholm operators between two Banach spaces, there
exists a continuous real line bundle Det (the determinant line bundle) such that
DetT � ΛmaxpkerT q whenever T is surjective. It follows that on the universal moduli
space M � tpu, Jqu of J-holomorphic curves, there is a continuous and canonically ori-
ented line bundle DetÑM whose �ber over pu, Jq matches ΛmaxTuMg,mpJ,Aq whenever
u is a Fredholm regular curve.

 Throughout this lecture, pM,ωq is a closed symplectic 2n-manifold and J P Jτ pM,ωq
will be assumed generic whenever convenient. For an initial �fairyland� de�nition of the
Gromov-Witten invariants, we pretend that the following are true:
(1) Transversality is always possible.
(2) Automorphism groups are always trivial.
Various spaces that are either smooth orbifolds or not smooth at all in the real world will
therefore be manifolds in fairyland: in particular, Mg,mpJ,Aq will now be a closed oriented
topological manifold22 with dimension D :� pn� 3qp2� 2gq � 2c1pAq � 2m, and therefore
has a natural fundamental class in singular homology HDpMg,mpJ,Aqq. We will similarly
be pretending whenever convenient that Mg,m is a topological manifold, which is true at
least in the case g � 0, though we know that more generally it is an orbifold. We'll discuss
next time how to lift these unrealistic assumptions.

 De�nition: For integers g,m ¥ 0 with 2g � m ¥ 3 and a homology class A P H2pMq,
recall the evaluation map ev � pev1, . . . , evmq : Mg,mpJ,Aq Ñ M�m and forgetful map
Φ : Mg,mpJ,Aq Ñ Mg,m. Under some dimensional conditions to be speci�ed below, we
de�ne the multilinear map

GWg,m,A : pH�pM ;Qqq�m �H�pMg,m;Qq Ñ Q

22I am saying �topological� manifold in order to avoid making any overly ambitious assumptions about the
smoothness of transition maps that arise from gluing when gluing parameters go to in�nity. In fairyland, Mg,mpJ,Aq

has a natural smooth structure, but Mg,mpJ,Aq might have only continuous transition maps.
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in any of the following equivalent ways (see below for explanations of the notation):

GWg,m,Apα1, . . . , αm, βq :�
@
ev�1 α1 Y . . .Y ev�m αm Y Φ�pPD�1pβqq, rMg,mpJ,Aqs

D
�

»
Mg,mpJ,Aq

ev�1 α1 ^ . . .^ ev�m αm ^ Φ�pPD�1pβqq

� pev,Φq�rMg,mpJ,Aqs  pPDpα1q � . . .� PDpαmq � βq
� #pev,Φq�1

�
ᾱ1 � . . .� ᾱm � β̄

�
� #

 
u PMg,mpJ,Aq

�� evipuq P ᾱi for i � 1, . . . ,m and Φpuq P β̄( .
Here PD denotes the Poincaré duality isomorphism from cohomology to homology, either on
M or on Mg,m.23 The integral in the second line implicitly assumes a choice of di�erential
forms to represent the cohomology classes αi and PD�1pβq; this version of the formula is
favored by physicists, since Witten's original presentation of these invariants derived them
from a computation of a Feynman path-integral in some quantum �eld theory. In the
third line, �� denotes the homological intersection number in M�m �Mg,m and ��� is
the homological cross product. This intersection number is computed in the last two lines
by choosing closed smooth oriented submanifolds ᾱi � M and β̄ � Mg,m to represent
the homology classes PDpαiq and β respectively, and making generic perturbations so
that pev,Φq&pᾱ1 � . . . � ᾱm � β̄q. In each case �#� should be understood as a count
of intersections with signs. (It will also need to include rational weights when we leave
fairyland and worry about orbifold singularities.) This computation of intersection numbers
makes sense whenever vir-dimMg,mpJ,Aq matches the codimension of ᾱ1 � . . .� ᾱm � β̄

in M�m �Mg,m, which means
m̧

i�1

|αi| � |β| � np2� 2gq � 2c1pAq.

Whenever this condition is not satis�ed, we de�ne GWg,m,Apα1, . . . , αm, βq :� 0.
 Remark: A theorem of Thom from [Tho54] guarantees that in a smooth manifold, every
integral homology class has an integer multiple that can be represented by a closed smooth
oriented submanifold, hence the submanifolds ᾱi (with rational factors) su�ce for repre-
senting everything in H�pM ;Qq. This is one of the reasons to use rational coe�cients and
de�ne GWg,m,A having values in Q instead of Z, though we will see later that there are
more compelling reasons, and the de�nition can in some situations be reformulated to take
integer values.

 Invariance theorem: GWg,m,A depends only on pg,m,Aq and the symplectic deformation
class of ω; in particular, it does not depend on the choice of tame almost complex structure.
Fairyland proof: Given a symplectic deformation tωs P Ω2pMqusPr0,1s and Ji P Jτ pM,ωiq
for i � 0, 1, one can extend Ji to a smooth family tJs P Jτ pM,ωsqusPr0,1s and then de�ne
the parametric moduli space

Mg,mptJsu, Aq :�
 pu, sq �� s P r0, 1s and u PMg,mpJs, Aq

(
.

One can analyze the local structure of this space as the zero-set of a smooth section
B̄tJsu : T � B � r0, 1s Ñ E : pj, u, sq ÞÑ B̄Js

pj, uq, and call an element of Mg,mptJsu, Aq
parametrically regular if it corresponds to some pj, u, sq P B̄�1

tJsup0q at which the lin-

earization DB̄tJsupj, u, sq is surjective. (This is obviously true whenever u is Fredholm

23Closed oriented orbifolds also have Poincaré duality, though in general only with rational coe�cients. The
main property this isomorphism should be assumed to have is that evaluating a cohomology class α on a homology
class β is equivalent to computing the intersection number of PDpαq with β.
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regular, but the converse is false.) A variation on the usual Sard-Smale argument proves:
for generic families tJs P Jτ pM,ωsqusPr0,1s, every pu, sq PMg,mptJsu, Aq with u somewhere
injective is parametrically regular. In fairlyland, we pretend everything in Mg,mptJsu, Aq
is parametrically regular, which makes it a compact oriented topological manifold with
boundary

BMg,mptJsu, Aq �Mg,mpJ1, Aq \
��Mg,mpJ0, Aq

�
,

i.e. it de�nes an oriented cobordism between Mg,mpJ0, Aq and Mg,mpJ1, Aq on which
pev,Φq has an obvious continuous extension, implying

pev,Φq�rMg,mpJ0, Aqs � pev,Φq�rMg,mpJ1, Aqs P H�pM�m �Mg,mq.
Equivalently, if pev,Φq&pᾱ1 � . . .� ᾱm � β̄q, then

pev,Φq�1pᾱ1 � . . .� ᾱmq �Mg,mptJsu, Aq
is now a compact oriented 1-manifold whose boundary therefore contains zero points
when counted with signs, and this count is the di�erence between the two versions of
GWg,m,Apα1, . . . , αm, βq computed with J0 and J1. (If you've never seen this type of
argument before, spend the weekend reading [Mil97].)

 Observation (moving from fairyland back toward the real world): the intersection count
#pev,Φq�1

�
ᾱ1 � . . .� ᾱm � β̄

�
can be computed without assuming that Mg,mpJ,Aq is

globally a topological manifold with a well-de�ned fundamental class. Key fact (proved
last week): on the set of nodal curves with N ¥ 1 nodes, pev,Φq factors through a map
de�ned on a space with virtual dimension vir-dimMg,mpJ,Aq�2N , so this stratum should
never hit ᾱ1 � . . .� ᾱm � β̄ (even under deformations tJsu) if everything is transverse.

 De�nition: a d-dimensional pseudocycle pV, fq in a smooth orbifold M consists of
a smooth and oriented (but not necessarily compact) d-manifold V and a smooth map
f : V ÑM such that the set

Ωf :�
£

K�V compact

fpV zKq �M

�has dimension at most d� 2,� meaning that it is contained in a countable union of images
of smooth maps de�ned on manifolds of dimension at most d�2. We call two pseudocycles
pV0, f0q and pV1, f1q bordant if there exists a smooth oriented pd � 1q-manifold V and
smooth map f : V Ñ M such that BV � V1 \ p�V0q, f |Vi � fi for i � 0, 1, and Ωf has
dimension at most d� 1.

 Theorem:
(1) For any two pseudocycles pV, fq and pW, gq in M with dimV �dimW � dimM , after

a generic perturbation of f , there are only �nitely many intersections of f with g, all
transverse, and their signed count

f  g :� #
 px, yq P V �W

�� fpxq � gpyq( P Z

depends on pV, fq and pW, gq only up to bordism.
(2) For the purpose of computing intersection numbers, any singular homology class A P

HdpM ;Zq can be represented by a d-dimensional pseudocycle in M .
Pseudocycle representation of A P HdpM ;Zq: write A � r°i ϵiσis for a �nite collection of
singular simplices σi : ∆d Ñ M and signs ϵi � �1. Since B°i ϵiσi �

°
i ϵi Bσi � 0, the

pd� 1q-boundary faces of these singular simplices must cancel in pairs. De�ne V by gluing
together all the domains of the σi along the cancelling pd�1q-dimensional boundary faces,
then deleting all boundary faces of dimension less than d� 1, and de�ne f : V ÑM as a
smoothing of the obvious continuous map determined by the σi.
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 Remark: Zinger [Zin08] has shown that in a smooth manifold M , the correspondence
described above gives an isomorphism from singular homology HdpM ;Zq to the abelian
group of d-dimensional pseudocycles up to bordism, with addition de�ned via disjoint
unions. I've never checked whether this is also true when M is an orbifold, but in practice
one does not really need to know this: the message is that for the purposes of de�ning
homological intersection theory, pseudocycles are natural objects to work with, in some
sense even more natural than singular homology.

Suggested reading. The determinant line bundle over the space of Fredholm operators is de-
scribed in [MS12, Appendix A.2]. The same book is also the standard reference for pseudocycles
(see �6.5), which were introduced speci�cally for the purpose of de�ning Gromov-Witten invariants,
though as Zinger's paper [Zin08] demonstrates, they are in fact quite natural objects which ought
to be better known in algebraic topology. The papers [RT95,RT97] of Ruan and Tian which rigor-
ously de�ned Gromov-Witten invariants concurrently with [MS94] used the slightly di�erent but
closely related notion of pseudo-manifolds, which are expressed in terms of simplicial complexes.

Exercises. Next week there will be a make-up lecture instead of an Übung, so I have not thought
up any exercises.

14. Week 14

Lecture 24 (31.01.2023): The GW-invariants in semipositive symplectic manifolds.

 Idea (due to Ruan-Tian [RT95,RT97]) for making pev,Φq : Mg,mpJ,Aq Ñ M�m �Mg,m

a pseudocycle: replace B̄Jpj, uq � 0 by B̄Jpj, uq � νpj, uq for νpj, uqpzq :� Kpj, z, upzqq and
a generic inhomogeneous term K depending on j P T , z P Σ and upzq P M . But we need
a way to set up the moduli space globally without choosing Teichmüller slices.

 De�nition: the universal curve over Mg,m is the map

π : Mg,m�1 ÑMg,m : rpS, j, pζ1, . . . , ζm�1q,∆qs ÞÑ st prpS, j, pζ1, . . . , ζmq,∆qsq ,
where the stabilization operation st turns general marked nodal Riemann surfaces into
stable ones by removing spherical components with fewer than three marked or nodal points
and putting any orphaned marked points in the obvious places on adjacent components.

 Observation: Given x � rpS, j, ζ,∆qs PMg,m, let Σx denote the singular Riemann surface
obtained from pS, jq by identifying the two nodal points in each node. Then there is a
natural surjective map

ix : Σx Ñ π�1pxq �Mg,m�1

that adds z P Σx to ζ as the pm� 1q-st marked point whenever z R pζ Y∆q, and otherwise
adds an extra spherical component containing the pm�1q-st marked point (plus one other
if z P ζ).
Easy exercise: ix descends to a bijection Σx{Autpxq Ñ π�1pxq, so the �ber over x PMg,m

of the universal curve is an explicit (singular) Riemann surface representing x (modulo its
automorphisms).

 Case g � 0 and m ¥ 3: Here Autpxq is always trivial, so M0,m is a manifold and π�1pxq �
Σx is a faithful representative of each x PM0,m. Given J P Jτ pM,ωq, we de�ne the space
of inhomogeneous perturbations

K �  
smooth functions on M0,m�1 �M

(
to consist of functions such that for p P M , x P M0,m and z P Σx � π�1pxq � M0,m�1,
Kpz, pq vanishes whenever z lies in some �xed neighborhood of the nodes on Σx (this way



GROMOV-WITTEN THEORY, WINTERSEMESTER 2022�2023, HU BERLIN 79

we don't need to worry about what �smooth� means at the nodes), and otherwise takes its
value in HomCpTzΣx, TpMq. For A P H2pMq, we then de�ne a moduli space

M0,mpJ,K,Aq :�
 px, uq �� x PM0,m, u : Σx ÑM satis�es B̄Ju � νpuq

for νpuqpzq :� Kpz, upzqq, and rus :� u�rΣxs � A
(
.

Remark 1: The inhomogeneous term νpuqpzq depends implicitly on the complex structure
of the domain, because z is not just a point in a �xed Riemann surface, but rather a point
in (some �ber of) the universal curve.
Remark 2: SinceAutpxq is always trivial, there is no freedom of biholomorphic reparametriza-
tion, i.e. using the universal curve gives us a canonical parametrization of each J-holomorphic
curve. (You should take a moment to check: if K � 0, this space is equivalent to our usual
M0,mpJ,Aq.)

 Theorem (via the usual Sard-Smale argument): For generic K P K, M0,mpJ,K,Aq is a
smooth manifold of dimension equal to vir-dimM0,mpJ,Aq, and pev,Φq : M0,mpJ,K,Aq Ñ
M�m �M0,m can also be made transverse to any given submanifold.

 Remaining to check: Does the image of pev,Φq on M0,mpJ,K,AqzM0,mpJ,K,Aq have
codimension at least 2?

 M0,mpJ,K,Aq was discussed in Exercise 12.3(b): it consists of pairs px, uq where x PMg,m

and u : ΣÑM is a so-called stable map on a (not necessarily stable) singular Riemann
surface with stpΣq � x, satisfying B̄Ju � νpuq for νpuqpzq � Kpstpzq, upzqq, where the map
st : Σ Ñ Σx is constant on non-stable spherical components of Σ. The latter can arise in
limits of sequences where bubbling occurs.

 Good news: If there is no bubbling, so Σ is stable, andK is generic, then the inhomogeneous
tern looks generic on every component, so all components of u live in smooth moduli spaces
of the correct dimension, and the strata of nodal curves therefore always have codimension
at least 2.

 Bad news: If bubbling occurs and Σ has non-stable spherical components S2 � Σ, then
Kpstpzq, upzqq � 0 on these, so u|S2 is just an ordinary J-holomorphic sphere, which may
be multiply covered. Assume J is also generic�then:
� If u|S2 is simple, it lives in a smooth moduli space of the correct dimension and we
have no problem.

� If u|S2 is a d-fold cover of a simple curve v, then v is also a sphere (spheres can
only cover other spheres since everything else has trivial π2) and belongs to a smooth
moduli space M0,kpJ,Bq for some B P H2pMq, where k is the number of marked
points on u|S2 (we can project them down to the simple curve), and we have

dimM0,kpJ,Bq � 2pn� 3q � 2c1pBq � 2k,

whereas u|S2 lives in the (possibly non-smooth) moduli spaceM0,kpJ, dBq with virtual
dimension 2pn� 3q� 2dc1pBq� 2k. If the former is no larger than the latter, then we
can make pev,Φq a pseudocycle by replacing multiply covered components of nodal
curves with their underlying simple curves, so this will work if and only if c1pBq ¥ 0.
We need to know that this is true for all classes B P H2pMq that can be represented by
simple J-holomorphic spheres: these all satisfy ωpBq :� xrωs, By ¡ 0 since the spheres
must have positive energy, and also vir-dimM0,0pJ,Bq � 2pn� 3q� 2c1pBq ¥ 0 since
J is generic.

 De�nition: A 2n-dimensional symplectic manifold pM,ωq is semipositive if for all A P
H2pMq in the image of the Hurewicz map π2pMq Ñ H2pMq,

ωpAq ¡ 0 and c1pAq ¥ 3� n ñ c1pAq ¥ 0.
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One should not try to interpret any deep geometric meaning behind this condition; it is
just a hypothesis that makes the proof of our theorem work, and has the advantage that it
holds in many situations of interest, e.g. it is always true if dimM ¤ 6, and also in higher
dimensions for certain important classes of projective varieties such as Fano manifolds.
We've proved:

 Theorem: If pM,ωq is a closed semipositive symplectic manifold, then for generic J in
Jτ pM,ωq or J pM,ωq and generic K P K, pev,Φq : M0,mpJ,K,Aq Ñ M�m �M0,m is a
pseudocycle for each m ¥ 3 and A P H2pMq, whose bordism class depends only on the
symplectic deformation class of ω, but not on the choice of J and K. It gives rise to the
rational Gromov-Witten invariants24

GW0,m,A : H�pM ;Zq � . . .�H�pM,Zq �H�pM0,m;Zq Ñ Z,
GW0,m,Apα1, . . . , αm, βq :� pev,Φq  pPDpα1q � . . .PDpαmq � βq.

Note: In this de�nition, we can use integer coe�cients and get integer values because
M0,m is a manifold (not an orbifold) and all integral singular homology classes can be
represented by pseudocycles. More general de�nitions that apply when g ¡ 0, m   3 or
pM,ωq is not semipositive will typically give rational-valued invariants.

 Case g ¡ 0 and 2g �m ¥ 3: the trouble here is that �bers π�1pxq of the universal curve
for x P Mg,m are no longer faithful representatives of x, but instead look like Σx{Autpxq
where Autpxq may act on Σx nontrivially. If we then try to de�ne the moduli space as we
did above, the inhomogeneous term in B̄Jpuq � νpuq will be an Autpxq-invariant function
on Σx, thus not generic, and we cannot achieve transversality this way.

 Remedy (due to Looijenga [Loo94]): For each N ¥ 2, we can functorially associate to each
stable marked Riemann surface x � pΣ, j, ζq a �nite set

Px � t�Prym level-N structures on x�u
and to each biholomorphic equivalence x

φÑ y of stable marked Riemann surfaces a bijection
φ� : Px Ñ Py such that if N ¥ 6 and N is even, then:
(1) The action of Autpxq on Px is free for every x;
(2) Writing px, pq � py, φ�pq for p P Px and equivalences φ : x Ñ y, the resulting �nite

cover

MP
g,m :�

 px, pq �� p P Px

(
�

PÝÑMg,m : rpx, pqs ÞÑ rxs
has a natural extension to a �nite cover P : MP

g,m ÑMg,m, whereM
P

g,m is a compact
manifold.25

 Covering the universal curve: for a Prym cover P : MP

g,m Ñ Mg,m as described above,

there is now a natural lift rπ : MP

g,m�1 ÑMP

g,m of the universal curve π : Mg,m�1 ÑMg,m

such that for each x P MP

g,m, rπ�1pxq �: Σx is a singular Riemann surface representing
P pxq P Mg,m. One thus �nds multiple explicit (and faithful) representatives of each
x PMg,m among the �bers of the lifted universal curve.

24In this setting the word �rational� refers to the fact that we are restricting to genus zero curves; it has nothing
to do with the choice of coe�cients.

25Be aware that in the world of orbifolds, the standard de�nition of the term �covering map� does not match the
usual topological de�nition of this term. You will notice for instance of you inspect P : MP

g,m Ñ Mg,m closely that
it is not a local homeomorphism; locally near a point x P Mg,m and y P P�1pxq, it looks rather like the composition
of a homeomorphism with the quotient projection for an action by Autpxq. As a consequence, the number of points
in P�1pxq depends on the order of Autpxq, and matches the number of elements in Px (which we de�ne to be the
degree of the cover) if and only if Autpxq is trivial.
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 De�nition of GWg,m,A: Choose J in Jτ pM,ωq or J pM,ωq, modify the previous de�nition

of K so that K P K is now a function on MP

g,m�1 �M , and for generic K P K, de�ne the
moduli space MP

g,mpJ,K,Aq to consist of pairs px, uq where x P MP
g,m and u : Σx Ñ M

satis�es the inhomogeneous nonlinear Cauchy-Riemann equation determined by J and K.
If J and K are generic, this will be a smooth manifold of the correct dimension and pev,Φq
will be a pseudocycle, but its intersection with cycles in M�m �Mg,m overcounts due to
the existence of multiple representatives of each domain in the lifted universal curve. We
therefore de�ne

GWg,m,Apα1, . . . , αm, βq :� 1

degpP q pev,Φq  pPDpα1q � . . .� PDpαmq � βq P Q,

where the αi and β can be cohomology/homology classes with rational coe�cients; in other
words, there is no advantage to taking integer coe�cients since the values of the invariant
may be rational anyway.26 The so-called rational pseudocycle 1

degpP q pev,Φq de�ned on

MP
g,mpJ,K,Aq de�nes a rational bordism class independent of the choices of J and K, as

well as the choice of Prym cover P : MP

g,m ÑMg,m.

Lecture 25 (1.02.2023): Some computations in genus zero. Throughout this lecture (and
in fact for the remainder of the course), we assume without always saying so that pM,ωq is closed
and semipositive whenever a rigorous de�nition of the Gromov-Witten invariants is required. Many
de�nitions (e.g. �symplectically uniruled�) make sense without assuming semipositivity, but what-
ever we prove about them will then be dependent on some more general de�nition of the invariants
that we haven't given unless semipositivity is assumed.

 Digression on counting in orbifolds: suppose f :M Ñ N is a smooth map between closed
oriented orbifolds and Σ � N is a closed oriented smooth suborbifold with dimM �
dimΣ � dimN . Generalizing the standard homological intersection theory for manifolds,
one obtains a rational-valued intersection number f  Σ P Q, which depends only on the
homology classes rf s :� f�rM s and rΣs in H�pN ;Qq, such that:
(1) If M � �M{G, N � rN{H and Σ � rΣ{H for smooth manifolds �M , rN and rΣ that are

acted upon by �nite groups G and H, where rΣ � rN is an H-invariant submanifold,
and f :M Ñ N is induced by an equivariant smooth map rf : �M Ñ rN , then

f  Σ � 1

|G|
rf  rΣ,

where  on the right hand side means the usual (integer-valued) homological intersec-
tion product for manifolds.

(2) If f&Σ, then

f  Σ �
¸

pPf�1pΣq

ϵppq
|Autppq| ,

where ϵppq � �1 is a sign determined in the usual manner by orientations, and Autppq
denotes the isotropy group of the orbifold M at p.

You should be able to convince yourself that if  is required to match the usual intersection
number of submanifolds in the absence of isotropy (so e.g. when G and H act on �M and rN
freely), then both of these properties must hold, so in particular, one cannot de�ne f  Σ
to be integer-valued in general.

26And in any case, the homology class represented by a closed oriented suborbifold of Mg,m will sometimes have
rational instead of integer coe�cients�see Exercise 14.2.
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 By the same token, the Euler number epEq P Z of an oriented vector bundle E Ñ B over
a closed oriented manifold B of the same dimension can be de�ned as the self-intersection
number of the zero-section, so it counts (with signs) the zeroes of a generic section. If
the base B is an orbifold, then one also considers orbibundles E Ñ B, which locally
look like the quotient of a vector bundle by a �nite group acting by linear bundle maps,
hence sections look locally like functions that are equivariant with respect to �nite group
actions. For an orbibundle, epEq is also de�ned as the self-intersection number of the
zero-section, which is therefore generally a rational number, and for any section η P ΓpEq
that is transverse to the zero-section,27 one can compute it as

epEq �
¸

pPη�1p0q

ϵppq
|Autppq| P Q

for signs ϵppq � �1 determined in the usual way. There is no way in general to de�ne an
integer -valued count of zeroes that does not depend on the choice of section.

 Theorem (computing GWg,m,A in the nicest possible scenario):
Suppose we have J P Jτ pM,ωq, submanifolds ᾱi � M representing PDpαiq P H�pMq for
each i � 1, . . . ,m, and a suborbifold β̄ �Mg,m representing β P H�pMg,mq, such that

Mpα, βq :� pev,Φq�1pᾱ1 � . . .� ᾱm � β̄q �Mg,mpJ,Aq
has only �nitely many elements, all of them smooth (i.e. non-nodal) Fredholm regular
curves, and the resulting intersections of pev,Φq with ᾱ1 � . . .� ᾱm � β̄ are all transverse.
Then

GWg,m,Apα1, . . . , αm, βq �
¸

uPMpα,βq

ϵpuq
|Autpuq| ,

where the sign ϵpuq � �1 is positive whenever the associated linearized Cauchy-Riemann
operator Du is complex-linear.

Proof: Choose a Prym cover P : MP

g,m ÑMg,m with degree k P N. For each u PMpα, βq,
let x :� Φpuq P Mg,m. Then P�1pxq � MP

g,m contains k{|Autpxq| elements, and for each

y P P�1pxq, one can parametrize u on the associated �ber Σy � MP

g,m�1 of the lifted
universal curve and obtain elements py, u�φq PMP

g,mpJ, 0, Aq for each φ P Autpxq, though
only |Autpxq|{|Autpuq| of these elements are distinct. In total, u thus gives rise to exactly

k

|Autpxq|
|Autpxq|
|Autpuq| �

k

|Autpuq|
elements of MP

g,mpJ, 0, Aq, so counting them with the correct sign and dividing by k �
degpP q gives the contribution �1{|Autpuq|. The transversality assumptions guarantee via
the implicit function theorem that this result will not change if we instead count elements of
MP

g,mpJ 1,K,Aq for any generic J 1 near J and generic small inhomogeneous perturbationK.
 Example (from Gromov's non-squeezing theorem): Suppose pM,ωq � pS2 �W,d vol`µq
for a positive area form d vol P Ω2pS2q, where pW,µq is any p2n � 2q-dimensional closed
symplectic manifold with π2pW q � 0. Let A � rS2 � tconstus P H2pMq, and choose
α1 P H2npMq such that PDpα1q � rpts P H0pMq is the homology class represented by a

27This observation comes with the caveat that on an orbibundle, local equivariance can sometimes prevent the
existence of any sections that are transverse to the zero-section. Thus in order to formulate a general de�nition
of epEq P Q, one must in general either appeal to algebraic topology or formulate a cleverer notion of generic
perturbations, e.g. �multivalued� sections.
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single point; this cohomology class will come up in several examples, so let's abbreviate it
by

pt :� PD�1prptsq P H2npMq.
Set α2 � α3 :� rtconstu�W s P H2n�2pMq and β :� rM0,3s P H0pM0,3q; the latter is just
the canonical generator of H0pM0,3q � Z since M0,3 is a one-point space, and we shall
therefore omit β from the notation for the rest of this discussion and regard GW0,3,A as a
function of just α1, α2, α3. Claim:

GW0,3,Apα1, α2, α3q � 1.

Proof: Choose any JW P Jτ pW,µq and set J :� i ` JW P Jτ pM,ωq. The curves in
M0,3pJ,Aq are then all uniquely parametrizable in the form upzq � pfpzq, pq for constants
p P W and maps f P PSLp2,Cq � AutpS2, iq, with marked points 0, 1,8. Choosing
representative submanifolds ᾱ1 � tp0, w0qu for some w0 P W , ᾱ2 � t1u �W and ᾱ3 �
t8u �W , the condition evpuq P ᾱ1 � ᾱ2 � ᾱ3 then implies f � Id and p � w0, so there
is exactly one solution, and Exercise 14.3 below shows that there are no nodal curves in
M0,3pJ,Aq satisfying this condition. For the unique curve u, the bundle u�TM splits into
the direct sum of TS2 with a trivial bundle over S2, and Du respects the splitting, so that
it becomes the direct sum of the canonical Cauchy-Riemann operator on TS2 with the
trivial operator B̄ on the trivial bundle, both of which are surjective and complex linear.
The necessary transversality of ev to ᾱ1 � ᾱ2 � ᾱ3 can be veri�ed with a picture.

 De�nition: pM,ωq is called symplectically uniruled if for some A � 0 P H2pMq, some
m ¥ 3 and some α2, . . . , αm P H�pMq and β P H�pM0,mq,

GW0,m,Appt, α2, . . . , αm, βq � 0.

 Theorem: If pM,ωq is symplectically uniruled, then for every p P M and every J P
Jτ pM,ωq, there exists a nonconstant J-holomorphic sphere passing through p.
(This is the fact about S2 � T2n�2 that is used in Gromov's proof of nonsqueezing.)
Proof: Choosing ᾱ1 � tpu as the submanifold representing PDpptq, the nonvanishing of
GW0,m,Appt, α2, . . . , αm, βq guarantees the existence of a sequence uk P M0,mpJk,Kk, Aq
with ev1pukq � p for any sequence of generic pairs pJk,Kkq with Jk Ñ J and Kk Ñ 0. It
will then have a subsequence convergent to a nodal J-holomorhic curve u8 PM0,mpJ,Aq
with ev1pu8q � p, and this nodal curve necessarily has a nonconstant component that
passes through p.

 Remark: The uniruled manifolds are considered to be an especially nice class within all
symplectic manifolds. It is known for instance that in dimension four, there are vanishingly
few of them: some classic results of McDu� [McD90,McD92] imply that every one is either
pCP2, cωFSq for a scaling constant c ¡ 0, a symplectic S2-bundle with J-holomorphic �bers,
or a symplectic blowup of one of these. (For a fuller discussion, see [Wen18, Chapter 7].)

 De�nition: pM,ωq is symplectically rationally connected if for some A P H2pMq,
some m ¥ 3, some α3, . . . , αm P H�pMq and some β P H�pM0,mq,

GW0,m,Appt,pt, α2, . . . , αm, βq � 0.

 Theorem: If pM,ωq is symplectically rationally connected (with respect to a homology
class A P H2pMq), then for every pair of distinct points p1, p2 PM and every J P Jτ pMq,
there exists a nodal J-holomorphic sphere u P M0,0pJ,Aq that passes through both p1
and p2.
Proof: Choose ᾱ1 � tp1u and ᾱ2 � tp2u, then do the same thing as in the uniruled case.
We do not claim the existence of a smooth J-holomorphic curve through both p1 and p2
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because the nodal curve u8 P M0,mpJ,Aq in the limit may have the �rst two marked
points on separate connected components. However:

 Observation of Shah during the lecture: If we are willing to assume J is generic, then the
nodal curve in the previous theorem can be replaced by a smooth curve without loss of
generality.
Proof: One can replace any multiply covered components of u8 by their underlying simple
curves and thus construct a nodal curve v8 that satis�es the hypotheses of Exercise 12.4(a).
For generic J we can also assume the map pev1, ev2q on the stratum of nodal curves
containing v8 is transverse to tpp1, p2qu �M�M . It follows that all nodal curves near v8
can be glued, and the resulting moduli space of smooth curves must contain some whose
�rst two marked points are mapped to pp1, p2q.
Question (to which I do not immediately know the answer): Can you �nd a counterexample
showing that genericity of J really is necessary here?

 Theorem: pCPn, ωFSq is symplectically rationally connected for every n ¥ 2.
Proof sketch: for the standard complex structure i P J pCPn, ωFSq, there is a unique
holomorphic line through any two distinct points p1, p2 P CPn. Choose these so that they
do not lie in the hypersurface at in�nity CPn�1 � CPn, and observe that the generator
rLs P H2pCPnq has intersection number 1 with this hypersurface. Taking ᾱ1 � tp1u,
ᾱ2 � tp2u and ᾱ3 � CPn�1, the moduli spaceM0,3pi, rLsq now contains exactly one smooth
curve u in ev�1pᾱ1 � ᾱ2 � ᾱ3q, and no nodal curves (see Exercise 14.3). One can check
that Du is surjective and complex-linear and deduce from the existence of curves through
arbitrary pairs of points that ev&pᾱ1�ᾱ2�ᾱ3q, thus GW0,3,rLsppt,pt,PD�1rCPn�1sq � 0.

 Corollary: For any J P Jτ pCPn, ωFSq and any two distinct points p1, p2 P CPn, there exists
a smooth �J-holomorphic line� (i.e. a J-holomorphic curve homologous to the generator
rLs P H2pCPnq) passing through p1 and p2.
Proof: Rational connectivity guarantees a nodal curve inM0,0pJ, rLsq through both points,
which has energy ωprLsq, but every connected component of such a curve is either constant
or has energy equal to a positive integer multiple of ωprLsq, implying that at most one
component can be nonconstant, and it must therefore pass through both points. (In fact,
stability implies in this situation that no other components can exist.)

 Nicer corollary (n � 2): For any J P Jτ pCP2, ωFSq, there exists exactly one J-holomorphic
line through any two distinct points in CP2.
Proof: Since rLs has self-intersection number 1, positivity of intersections implies that
any two distinct J-holomorphic lines have exactly one intersection point, and it is always
transverse.
Remark: This result originally appeared in [Gro85] with a more direct proof that did not
require constructing the GW-invariants, and it has been used many times since then for
clever applications, e.g. toward obstructing the existence of symplectic embeddings, or
proving the existence of periodic orbits of Hamiltonian systems.

Lecture 26 (1.02.2023): Higher genus and obstruction bundle computations.

 De�nition: the m-point Gromov-Witten invariants in genus g for 2g � m ¥ 3 are the
multilinear maps GWg,m,A : H�pMq�m Ñ Q de�ned by

GWg,m,Apα1, . . . , αmq :� GWg,m,Apα1, . . . , αm, rMg,msq,

which means that they count curves satisfying m marked point constraints but no con-
straints on their domain complex structures. We extend this de�nition to allow 2g�m   3
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and A � 0 by requiring the condition28

(14.1) GWg,m,Apα1, . . . , αmq � GWg,m�1,Apα1, . . . , αm, αq
xα,Ay P Q

for all α P H2pMq with xα,Ay � 0.
Justi�cation: if PDpαq is represented by a codimension 2 submanifold ᾱ � M that in-
tersects a given curve u : Σ Ñ M transversely and positively, then there are exactly
xα,Ay � rᾱs A P N places to put an extra marked point ζm�1 on Σ so that evm�1puq P ᾱ.
Remark: Even for g � 0 and pM,ωq semipositive, the denominator in (14.1) forces
GW0,m,A to take rational values in general when m   3.

 Note: if m � 0, we understand a multilinear map H�pMq�0 Ñ Q to mean simply an
element of Q, and GWg,0,A P Q is then understood to be a count of curves in (a suitable
perturbation of) Mg,0pJ,Aq if vir-dimMg,0pJ,Aq � 0, and otherwise GWg,0,A :� 0.

 Example 1: In pS2 �W,d vol`µq with π2pW q � 0 and A � rS2 � tconstus P H2pMq, the
computation in the previous lecture shows GW0,1,Apptq � 1.

 Example 2: In pCPn, ωFSq with the line class A � rLs P H2pCPnq, our previous proof of
rational connectedness can now be expressed without the aid of the submanifold CPn�1 �
CPn: the result is GW0,2,rLsppt,ptq � 1.

 Example 3: In pT2, d volq, we claim GW1,0,2rT2s � 3
2 .

Proof: Fix i P J pT2, d volq as the complex structure on the target. The spaceM1,0pi, 2rT2sq
has virtual dimension 0 and, by the Riemann-Hurwitz formula, consists of equivalence
classes of holomorphic covering maps φ : pT2, jq Ñ pT2, iq having degree 2, with no branch
points. We saw in Lecture 19 that all of these are Fredholm regular, and they have
linearized Cauchy-Riemann operators that are complex-linear. Moreover, any smooth cov-
ering map φ : T2 Ñ T2 can be made into a holomorphic map pT2, jq Ñ pT2, iq by setting
j :� φ�i, so there is a natural bijection between the set of degree 2 smooth covering maps
T2 Ñ T2 up to isomorphism and the moduli space M1,0pi, 2rT2sq. By the Galois corre-
spondence, the former is equivalent to the set of index 2 subgroups of π1pT2q � Z2, and
there are exactly three of these, giving rise to the three covering maps29

φps, tq � p2s, tq or ps, 2tq or ps� t, s� tq.
By Exercise 14.3, M1,0pi, 2rT2sq contains no nodal curves, so GW1,0,2rT2s is computed by
counting only these three double covers, each of which has |Autpφq| � 2, thusGW1,0,2rT2s �
1
2 � 1

2 � 1
2 � 3

2 . De�nition (generalizing the condition M&N): Two submanifolds M,N � Q are said to
intersect cleanly ifM XN is also a submanifold and TppM XNq � TpM XTpN for every
p PM XN .
Remark: In general if M XN is a submanifold, then dimTppM XNq ¤ dim pTpM X TpNq
because there is an obvious inclusion TppM X Nq � TpM X TpN , thus the intersection is
clean if and only if these two dimensions are equal, i.e. dimpTpM X TpNq is no larger than
it must be under the circumstances. Note that this holds automatically if M&N , but it
can also hold without TpM and TpN spanning TpQ, in which case the dimension ofM XN
will be strictly larger than in the transverse case.

 Similarly, we say that B̄J : T �B Ñ E intersects the 0-section cleanly if B̄�1
J p0q � T �B

is a smooth �nite-dimensional submanifold with Tpj,uqB̄�1
J p0q � kerDB̄Jpj, uq for every

28There is no de�nition of GWg,m,A for 2g�m   3 and A � 0 because elements of Mg,mpJ,Aq are in this case
not stable, hence Gromov's compactness theorem does not apply to them.

29In lecture I carelessly misidenti�ed the third covering map as φps, tq � p2s, 2tq, which of course has degree 4,
not 2.
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pj, uq P B̄�1
J p0q.

Remark: This condition follows from the implicit function theorem ifDB̄Jpj, uq is surjective,
but it may still hold without that, in which case dimkerDB̄Jpj, uq ¡ indDB̄Jpj, uq, so that
the moduli space B̄�1

J p0q is a manifold of strictly larger dimension than its virtual dimension.
 Example: pM,ωq is called a symplectic Calabi-Yau 3-fold if dimM � 6 and c1pTMq �
0, which implies that all moduli spaces without marked points satisfy

vir-dimMg,0pJ,Aq � pn� 3qp2� 2gq � 2c1pAq � 0.

As was mentioned in Lecture 19, these moduli spaces cannot always be smooth orbifolds of
dimension 0: if v P Mh,0pJ,Aq is a simple curve with domain pΣ1, j1q, then for d ¥ 2 and
g ¥ h, Mg,0pJ, dAq contains the set

 
u � v � φ �� φ PMg,0pj1, drΣ1sq( consisting of d-fold

branched covers of v with genus g, which is an orbifold of dimension 2r2g� 2� dχpΣ1qs �:
Kg,d. In particular, dimkerDB̄Jpj, uq in this situation must always be at least Kg,d, which
is not zero unless the d-fold covers φ : pΣ, jq Ñ pΣ1, j1q in question have no branch points.

 De�nition: The simple curve v in the above situation is called super-rigid if for all of its
branched covers u � v �φ : pΣ, jq Ñ pM,Jq of all possible degrees d P N and genera g ¥ h,
dimkerDB̄Jpj, uq � Kg,d. This is a clean intersection condition: it implies via the implicit
function theorem that for each simple curve v, the space of d-fold covers of v with genus g
is an open and closed subset of Mg,0pJ, dAq, and B̄J intersects the 0-section cleanly.

 Theorem [Wend]: For generic J P J pM,ωq in a symplectic Calabi-Yau 3-fold, all simple
J-holomorphic curves are super-rigid.
Remark: I mention this just to illustrate that clean intersections really are something that
occur in nature, and they are sometimes even the generic case in situations where actual
transversality is impossible. But we will not use this result in the course, nor discuss its
proof.

 Application (toy model): Suppose π : E Ñ B is a vector bundle over a manifold and
s : B Ñ E is a smooth section that intersects the 0-section cleanly but not transversely,
such that the linearization Dspxq : TxB Ñ Ex for all x P M :� s�1p0q is Fredholm with
index 0. (If E and B are �nite dimensional, the latter just means dimB � rankE.) The
zero-set M is then a manifold of some dimension k P N, which we will assume is compact
and carries an orientation. Since dim cokerDspxq � dimkerDspxq � indDspxq � k is
constant along x PM, there is now a smooth vector bundle

ObÑM, Obx :� cokerDspxq,
called the obstruction bundle, which we shall also assume carries a natural orientation.
Proposition: Given a neighborhood U � B of M � s�1p0q, there exists a neighborhood
V � ΓpEq of s such that for any sϵ P V that is transverse to the zero-section, its algebraic
count of zeroes in U is the Euler number of the obstruction bundle:

#
�
s�1
ϵ p0q X U

� � epObq P Z.

Proof: Over U , choose a splitting E|U � I ` C such that Ix � imDspxq for every x PM,
and write the section s P ΓpEq over U as pf, gq for f P ΓpIq and g P ΓpCq. The clean
intersection condition implies that f P ΓpIq is transverse to the zero-section, and the same
will then hold for any sϵ � pfϵ, gϵq su�ciently close to s, so that Mϵ :� f�1

ϵ p0q is another
k-dimensional manifold di�eomorphic to M and the subbundle C|Mϵ

is isomorphic to
C|M � Ob. Zeroes of sϵ in U then correspond to zeroes of gϵ along Mϵ, which de�nes a
section of C|Mϵ .

 Remark: If we add symmetries to the toy model above, then B generally becomes an
orbifold and E Ñ B an orbibundle, whose Euler number is then rational.
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 Example: In pS2, d volq, we claim that GW1,2,rS2sppt,pt, rptsq � 2.
Proof sketch: Fix the standard complex structure i P J pS2, d volq on the target. The
strange aspect of this example is that M1,2pi, rS2sq is empty, as there are no degree 1

holomorphic maps from a torus to S2; nonetheless, M1,2pi, rS2sq � H, as it contains nodal
curves with a constant genus 1 component attached to spherical components, one of which
can have degree 1. Pick ᾱ1 � t0u and ᾱ2 � t1u � S2, and let β̄ �M1,2 denote a one-point
suborbifold consisting of a nodal Riemann surface with a genus 1 component attached
to a genus 0 component such that both marked points are on the spherical component
and the nodal point is positioned on the torus component so that there are no nontrivial
automorphisms. (For the reason why the latter is important, see Exercise 14.2.) Most
elements u of pev,Φq�1pᾱ1� ᾱ2� β̄q �M1,2pi, rS2sq can now be described as follows: each
is a nodal curve with a constant torus component and a spherical component that is a
biholomorphic map φ : pS2, iq Ñ pS2, iq, whose parametrization is uniquely determined if
we call ζ1 :� 0 and ζ2 :� 1 its marked points and z� :� 8 the nodal point connecting
it to the torus. The constraint Φpuq P β̄ means that the torus component carries a �xed
complex structure j P J pT2q with its nodal point in a �xed position z� P T2 such that
AutpT2, j, z�q is trivial. Meanwhile, evpuq P ᾱ1 � ᾱ2 means that φ : S2 Ñ S2 �xes 0
and 1, so φ is then determined by the value of φp8q, which determines u also on the
torus component, but is not in itself constrained. The only caveat to add here is that
in this description, φp8q cannot take the values 0 or 1, since that is where the marked
points are sent; but one can nonetheless construct exactly two additional elements of
pev,Φq�1pᾱ1� ᾱ2� β̄q �M1,2pi, rS2sq for which the constant torus component takes these
values, by adding an additional ghost bubble and placing one of the marked points on it.
The result is that pev,Φq�1pᾱ1 � ᾱ2 � β̄q � M1,2pi, rS2sq has a natural homeomorphism
to S2. On the other hand, its virtual dimension is

vir-dimpev,Φq�1pᾱ1 � ᾱ2 � β̄q :� vir-dimM1,2pi, rS2sq
� codimpᾱ1 � ᾱ2 � β̄ � S2 � S2 �M1,2q � 4� 4 � 0,

so the actual dimension of this space is too large by 2, suggesting the existence of a rank 2
obstruction bundle.
Claim (left as an exercise): The obstruction bundle in this setting is isomorphic to TS2,
whose Euler class computes the GW-invariant as claimed.

 Justi�able question: since M1,2pi, rS2sq � H in the above example, what does the result
GW1,2,rS2sppt,pt, rptsq � 0 actually mean?
Answer: If we choose a generic inhomogeneous perturbation, the equation B̄iφ � νpφq
will indeed have solutions that are smooth degree 1 maps φ : T2 Ñ S2; they are not
required to be branched covers (and thus not di�eomorphisms), since they are not actually
holomorphic.

Suggested reading. The main original source for our de�nition of GWg,m,A is [RT97]. The
Ruan-Tian paper does not use Prym covers, but refers instead to an older construction by Mumford
[Mum83] of �nite covers of Mg,m, which are not manifolds, but are normal projective varieties
with quotient singularities. The Prym covers introduced in [Loo94] later became the preferred tool
for the same purpose. The de�nition in [Loo94] of Prym level-N structures for smooth Riemann
surfaces is not so hard to understand, though proving that they have no automorphisms for even

N ¥ 6 takes some nontrivial work, and the de�nition of the compacti�cation MP

g,m uses algebro-
geometric methods.
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McDu� and Salamon give a slightly di�erent construction of the rational Gromov-Witten in-
variants in [MS12, Chapter 7], using domain-dependent almost complex structures instead of in-
homogeneous perturbations, though it is (on the surface) not quite as versatile because it can
accommodate only a very speci�c class of constraints on the forgetful map. (Actually, one can use
some knowledge of H�pM0,mq to recover the general invariant in genus zero from what they de-
�ne, but it is nontrivial to prove that.) Some more restrictive versions of GWg,m,A with g ¡ 0 are
also de�ned in [MS12, Chapter 8] by reformulating the inhomogeneous nonlinear Cauchy-Riemann
equation as an equation for J-holomorphic sections of a �ber bundle (cf. Exercise 12.3).

Most of the computations we discussed this week are probably also covered in some fashion in
Chapters 7 and 8 of [MS12], but I have not checked to be sure.

Exercises (for the Übung on 8.02.2023).

Exercise 14.1. A symplectic manifold pM,ωq is called (spherically) monotone if there exists a
constant τ ¡ 0 such that

c1pAq � τωpAq
for every A P H2pMq in the image of the Hurewicz map π2pMq Ñ H2pMq. Show:

(a) Monotone implies semipositive.
(b) pCPn, ωFSq is monotone, and so is pS2 �W,d vol`µq for any symplectic manifold pW,µq

with π2pW q � 0.
(c) If pM,ωq is monotone, then for generic J in Jτ pM,ωq or J pM,ωq, the map

ev : M�
0,mpJ,Aq ÑM�m

is a pseudocycle for each integerm ¥ 0 and A � 0 P H2pMq, whereM�
0,mpJ,Aq denotes the

open set of simple curves in M0,mpJ,Aq. The m-point rational Gromov-Witten invariants
can thus be computed for any m ¥ 0 and A � 0 as

GW0,m,Apα1, . . . , αmq � ev pPDpα1q � . . .� PDpαmqq
with ev restricted to M�

0,mpJ,Aq; in particular, if the classes PDpαiq are represented by
submanifolds ᾱi �M , then for generic J , GW0,m,Apα1, . . . , αmq is a signed count of simple
J-holomorphic curves u satisfying evpuq P ᾱ1 � . . .� ᾱm, and its value is an integer.

(d) Why do you think that in part (c), I did not suggest similarly computing the more gen-
eral invariant GW0,m,Apα1, . . . , αm, βq with arbitrary β � rM0,ms P H�pM0,mq just by
counting simple curves for generic J?

Remark: A similar trick works for computing the m-point invariants GWg,m,Apα1, . . . , αmq with
A � 0 in any symplectic 4-manifold whenever either g � 0 or m ¥ 1, and these invariants are
therefore also integers. This trick is explained in [Wen18, �7.2.3].

Exercise 14.2. Let's be a bit more concrete about orbifolds and suborbifolds. Recall that if M
is an n-dimensional orbifold, it is covered by an atlas of charts, with each chart consisting of the
data pUα,Mα, Gα, φαq where Uα � M is an open set, Gα is a �nite group acting smoothly30 on a
smooth n-manifoldMα, and φα is a homeomorphism Uα ÑMα{Gα. The chart thus identi�es each
p P Uα with some �nite set of Gα-related points in Mα, and the stabilizer of one of these points is
a �nite subgroup of Gα called the isotropy subgroup of p; we shall denote it by Autppq. Without
going into details, the notion of compatibility of charts is de�ned so that up to isomorphism, the
group Autppq does not depend on the choice of chart. The orbifold is called e�ective if Gα acts

30Many sources require Mα to be a Gα-invariant open subset of Rn on which Gα acts linearly, but this seemingly
more rigid condition is actually equivalent, because any smooth �nite group action can locally be made linear by
a suitable choice of coordinates. Just choose a Gα-invariant Riemannian metric and use the exponential map to
identify a neighborhood of a point with a region in its tangent space.
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e�ectively on Mα for every chart pUα,Mα, Gα, φαq in the atlas. E�ectivity is not a topological
property of M , but is rather a property of its atlas. Indeed, every orbifold can be made e�ective
by a modi�cation of its atlas that does not change the underlying topological space: this only
requires modifying each of the charts pUα,Mα, Gα, φαq to replace Gα with its quotient by the
subgroup that acts trivially on Mα. On the other hand, we will see below that any suborbifold
Σ � M inherits from M a natural atlas, which might not be e�ective even if M is, and in this
situation, modifying the atlas of Σ would not be the right thing to do.

(a) Show that if M is connected, then there exists a number N P N such that |Autppq| ¥ N
for all p in an open and dense subset of M . Conclude that M is e�ective if and only if
Autppq is trivial for almost every p PM .

A subset Σ � M is a smooth k-dimensional suborbifold if for every chart pUα,Mα, Gα, φαq,
φα identi�es UαXΣ with the quotient by Gα of a smooth k-dimensional Gα-invariant submanifold
Σα �Mα. The induced orbifold atlas on Σ then consists of the charts pUα X Σ,Σα, Gα, φα|Σq, so
in particular, each point p P Σ has the same isotropy group as a point in Σ that it does as a point
in M .

The idea of homological intersection theory in oriented orbifolds is predicated on the notion that
every closed oriented suborbifold Σ � M naturally represents a homology class rΣs. The point I
want to make with this exercise is that rΣs isn't always what you might intuitively expect it to be,
and sometimes it belongs to H�pM ;Qq rather than H�pM ;Zq. In the following, assume that for
any smooth map f :M Ñ N of closed oriented orbifolds and a closed oriented suborbifold Σ � N
with dimM � dimΣ � dimN and f&Σ, the intersection number f  Σ P Q is de�ned the way
we sketched in lecture as a signed count of the points p P f�1pΣq divided by |Autppq|. It is a bit
tricky to say in general what a smooth map of orbifolds is, but in the special case where M is a
manifold and N an orbifold, we call f :M Ñ N smooth if for every chart pUα,Mα, Gα, φαq on N ,
there exists a smooth map fα : f�1pUαq Ñ Mα such that φα � f |f�1pUαq is the composition of fα
with the quotient projection Mα ÑMα{Gα.

(b) Suppose M and N are a closed oriented manifold and e�ective orbifold respectively, with
the same dimension, and Σ � tpu � N is a one-point suborbifold. Show that f  Σ P Q is
not independent of the choice of point p P N , but its product with |Autppq| is.

How are we to interpret part (b)? The inevitable conclusion is that if closed oriented suborbifolds
represent homology classes and fΣ depends only on those classes, then not all of the 0-dimensional
suborbifolds tpu represent the same one; the natural convention is in fact to de�ne

rps :� 1

|Autppq| rpts P H0pN ;Qq,

where rpts P H0pNq is the usual �homology class of a point� (represented by a single singular
0-simplex). The subtlety here is that although N was assumed to be e�ective, the suborbifold
tpu � N will only be e�ective if its isotropy group is trivial, so by part (a), almost every point in N
represents the obvious class rpts P H0pNq, but not every point does. One can show more generally
that every closed, oriented and e�ective orbifoldM of dimension n has a natural fundamental class
rM s P HnpM ;Zq, but if M is not e�ective, then its fundamental class must instead be de�ned to
live in HnpM ;Qq.
Exercise 14.3. Most of the computations we carried out in lecture this week (with the major
exception of the last one) require showing that there are no nodal curves satisfying the relevant
constraints. Prove in particular that the following compacti�ed moduli spaces with constraints do
not contain any nodal curves:

(a) ev�1ppq �M0,1pJ,Aq in pM,ωq :� pS2�W,d vol`µq with π2pW q � 0, where J � i`JW P
Jτ pM,ωq for some JW P Jτ pW,µq, and p PM is an arbitrary point.
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(b) ev�1pp1, p2q � M0,2pi, rLsq in pCPn, ωFSq with the standard almost complex structure
i P J pCPn, ωFSq, where p1, p2 P CPn are arbitrary distinct points and rLs P H2pCPnq is
the homology class of a line.
Bonus question: What happens in this example if you allow p1 � p2?

(c) M1,0pi, 2rT2sq in pT2, d volq with the standard complex structure i P J pT2, d volq.
Exercise 14.4. Outline a direct proof�without relying on the knowledge that Gromov-Witten
invariants exist�of the main fact about pM,ωq � pS2 � W,d vol`µq with π2pW q � 0 that is
used in Gromov's proof of the nonsqueezing theorem: namely that for every J P Jτ pM,ωq and
every p P M , there exists a smooth J-holomorphic sphere u : pS2, iq Ñ pM,Jq homologous to
A :� rS2 � tconstus that passes through p.
Hint: The two essential facts we used for the proof in lecture were that (1) it's true when J is of
the form J0 :� i ` JW , and (2) the invariants are independent of generic data pJ,Kq. The proof
of the latter uses a parametric moduli space.

Exercise 14.5. For pT2, d volq, compute the 1-point invariant GW1,1,2rT2spptq directly, and verify
in light of our computation GW1,0,2rT2s � 3

2 from lecture that the result is consistent with (14.1).

Exercise 14.6. Show that in any pM,ωq and for any m ¥ 3 classes αi P H�pMq with °m
i�1 |αi| �

dimM and β :� rpts P H0pM0,mq,
GW0,m,0pα1, . . . , αm, rptsq � xα1 Y . . .Y αm, rM sy.

Hint: For generic submanifold representatives ᾱi � M of PDpαiq, the right hand side is a signed
count of points in ᾱ1 X . . .X ᾱm.

Exercise 14.7. Here are some calculations that can be carried out using obstruction bundles.

(a) Show that for any pM,ωq, taking α1 :� 1 � PD�1rM s P H0pMq and β :� rpts P H0pM1,1q,
GW1,1,0p1, rptsq � χpMq.

Hint: For any J P Jτ pM,ωq, you can choose suitable ᾱ1 � M and β̄ � M1,1 so that
ev�1pᾱ1 � β̄q � M1,1pJ, 0q is a compact smooth family of non-nodal curves u : pT2, jq Ñ
pM,Jq and has a natural identi�cation with M , though its virtual dimension is 0. Show
that the vector spaces cokerDu form the �bers of an obstruction bundle isomorphic to TM .

(b) Use the result of part (a) to complete the computation GW1,2,rS2sppt,pt, rptsq � 2 for
pS2, d volq that we sketched in lecture.
Hint: The relevant moduli space in this case is an S2-parametrized family of nodal curves,
each having a nontrivial spherical component that is Fredholm regular and a constant torus
component with one nodal point. What will happen to this family of nodal curves after a
generic inhomogeneous perturbation?

15. Week 15

Lecture 27 (7.02.2023): The Kontsevich-Manin axioms.

 Setting for the axioms: we assume pM,ωq is a closed symplectic 2n-manifold and consider
only the rational GW-invariants, so abbreviate

GWm,A :� GW0,m,A : H�pMq�m �H�pM0,mq Ñ Q

for m ¥ 3 and A P H2pMq. Lifting all constraints on the forgetful map gives the rational
m-point invariants

GWm,Apα1, . . . , αmq :� GWm,Apα1, . . . , αm, rM0,msq.
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The axioms are meant to be valid for all symplectic manifolds, though we have only de�ned
the invariants in the semipositive case (which was also the state of the art when [KM94]
was written). Part of the idea is that one might imagine various di�erent ways of extending
the de�nition beyond the semipositive case, but whatever one de�nes should be required
to satisfy the axioms and will, as a consequence, be uniquely determined in certain cases
of interest.

 (E) E�ective axiom: If ωpAq   0, then GWm,A � 0. This expresses the fact that holomor-
phic curves always have nonnegative energy.

 (S) Symmetry axiom: Under the interchange of two classes αi, αj in α1, . . . , αm P H�pMq,
GWm,Apα1, . . . , αj , . . . , αi, . . . , αm, σ�βq � p�1q|αi||αj |GWm,Apα1, . . . , αi, . . . , αj , . . . , αm, βq,

where σ : M0,m ÑM0,m is the map de�ned by exchanging the ith and jth marked points.
The sign change comes from the fact that oriented manifolds of the form ᾱ1 � . . . � ᾱm

change orientation whenever two odd-dimensional factors are exchanged.
 (G) Grading axiom: If GWm,Apα1, . . . , αm, βq � 0, then

2n� 2c1pAq �
¸
i

|αi| � |β|.

For the m-point invariants (when |β| � dimM0,m � 2pm� 3q), this becomes

2pn� 3q � 2c1pAq � 2m �
¸
i

|αi|.

Its meaning in each case is that the virtual dimension of the moduli space must match the
codimension of the constraints.

 (H) Homology axiom (appears in a slightly di�erent form as the motivic axiom in [KM94]):
One can associate to each m,A a homology class

σm,A P H2n�2c1pAq�2m�6pM�m �M0,m;Qq
such that each GWm,Apα1, . . . , αm, βq is an evaluation of an appropriate cohomology class
on σm,A, i.e.

GWm,Apα1, . . . , αm, βq � xpr�1 α1 Y . . .Y pr�m αm Y pr�m�1 PD
�1pβq, σm,Ay.

In the semipositive setting, σm,A is the singular homology class represented by the Gromov-
Witten pseudocycle pev,Φq : M0,mpJ,K,Aq ÑM�m�M0,m under the correspondence in
[Zin08]. One imagines it more generally as the pushforward under pev,Φq of the (virtual)
fundamental class of M0,mpJ,Aq, whenever one has a way of de�ning the latter.

 (FC) Fundamental class axiom: so named because the unit 1 P H0pMq is Poincaré dual to
the fundamental class of M , so this involves invariants in which one of the marked points
is not constrained under evaluation:

GWm�1,Apα1, . . . , αm, 1, βq � GWm,Apα1, . . . , αm, π�βq,
where π : M0,m�1 Ñ M0,m is the map that forgets the last marked point and stabilizes
(we have previously called this the �universal curve�).
Proof: Given a submanifold β̄ �M0,m�1 representing β, use the map π|β̄ : β̄ ÑM0,m to
represent π�β P H�pM0,mq and compute the right hand side as an intersection number.
Corollary: The pm� 1q-point invariant GWm�1,Apα1, . . . , αm, 1q always vanishes!
This follows for stupid dimensional reasons since dimM0,m   dimM0,m�1, so π�rM0,m�1s �
0. Another explanation is as follows: if GWm�1,Apα1, . . . , αm, 1q were nonzero, the grad-
ing axiom would imply vir-dimMm,0pJ,Aq� 2 � °m

i�1 |αi|, which makes the dimension of
Mm,0pJ,K,Aq too small to satisfy the constraints imposed by α1, . . . , αm.
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 (Z) Zero axiom (appears in [KM94] under the name mapping to a point):
For A :� 0 P H2pMq,

GWm,0pα1, . . . , αm, rptsq � xα1 Y . . .Y αm, rM sy,
and GWm,0pα1, . . . , αm, βq � 0 whenever |β| ¡ 0.
Proof: The �rst statement is Exercise 14.6 and results from the fact that holomorphic
spheres homologous to zero are constant (but also Fredholm regular!), after interpreting
the right hand side as a signed count of intersections of submanifolds Poincaré dual to
α1, . . . , αm in general position. When |β| ¡ 0, the grading axiom implies

°
i |αi| ¡ 2n,

so for dimensional reasons, these submanifolds in general position will have no common
intersections.

 (D) Divisor axiom: �divisor� is roughly the algebrogeometrisch word for �complex hyper-
surface�, so this concerns constraints imposed by codimension 2 submanifolds: for |α| � 2,

GWm�1,Apα1, . . . , αm, α,PDpπ� PD�1pβqqq � xα,AyGWm,Apα1, . . . , αm, βq,
where π : M0,m�1 ÑM0,m is again the map that forgets the last marked point.
Proof: If β̄ � M0,m represents β, then π�1pβ̄q � M0,m�1 is a submanifold representing
PDpπ� PD�1pβqq. (Check this by intersecting it with other homology classes of comple-
mentary dimension.) The term xα,Ay is the intersection number of A with PDpαq, which
gives a signed count of the number of places that an extra marked point can be put on any
curve counted by GWm,Apα1, . . . , αm, βq so that the α constraint is also satis�ed.

 (Sp) Splitting axiom: This gives a relation (due to compactness and gluing) between
counts of curves whose domains are close to degenerating in Delign-Mumford space and
counts of pairs of curves that arise after a nodal degeneration. Choose a basis e0, . . . , eN
of H�pM ;Qq, write gab :� xeaY eb, rM sy (de�ned to be zero whenever |ea|� |eb| � 2n), let
gab denote the entries of the inverse matrix, and �x m0,m1 ¥ 2 such that m0 �m1 � m.
There is a natural map

ϕ : M0,m0�1 �M0,m1�1 ÑM0,m

de�ned by attaching two marked nodal Riemann surfaces Σ1 and Σ2 via a node formed from
the last marked point in Σ1 and the �rst marked point in Σ2, then numbering the remaining
marked points in the obvious order. The axiom then says that for any β0 P H�pM0,m0�1q
and β1 P H�pM0,m1�1q,

GWm,Apα1, . . . , αm, ϕ�pβ0 � β1qq �
¸

A1�A2�A

Ņ

a,b�0

GWm0�1,A0
pα1, . . . , αm0

, eb, β0q � gab

�GWm1�1,A1
pea, αm0�1, . . . , αm, β1q.

 Exercise: Show by evaluating under a basis of cohomology classes that the homology class°
a,b g

ab PDpebq � PDpeaq P H�pM �Mq is represented by the diagonal submanifold. Use
this to interpret the right hand side of the formula in the splitting axiom as a count of
nodal curves.

 Extension: de�ne GWm,Apα1, . . . , αmq for m   3 and A � 0 so that the divisor axiom
holds. One cannot insert any β P H�pM0,mq in these cases because the Deligne-Mumford
spaces M0,0, M0,1 and M0,2 are not de�ned. One also cannot allow A � 0 because
the holomorphic curves are then not stable, so Gromov's compactness theorem would not
apply.

 (FC) extended: GWm,Apα1, . . . , αm, 1q � 0 also holds (for the same dimensional reasons)
whenever m ¤ 2 and A � 0.
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Note: GW3,0pα1, α2, 1q can be nontrivial due to the zero axiom. This exception occurs
because M0,2pJ, 0q has the wrong dimension and, being a space of non-stable curves, there
is no way to perturb it to a space with the right dimension.

 Theorem: All of the rational Gromov-Witten invariants are determined by the m-point
invariants GWm,Apα1, . . . , αmq, i.e. the case β � rM0,ms.
Proof: According to [Kee92], the ring H�pM0,mq is generated by degree 2 classes Poincaré
dual to homology classes of the form ϕ�prM0,m0�1s, rM0,m1�1sq for m0 �m1 � m, plus
others obtained from these via permutation of marked points. It follows that it su�ces to
be able to compute GWm,Apα1, . . . , αm, βq whenever β is an intersection of �nitely many
codimension 2 submanifolds of this type. The case |β| � max�2 now follows from the case
|β| � max via the splitting axiom, and after that, the splitting axiom determines the case
|β| � max�4 from these two cases, and so forth.

 First reconstruction theorem [KM94] (stated without proof): If H�pMq is generated as a
ring by H2pMq, then all GWm,A are determined by the two-point invariants of the form31

GW2,Apα1, α2q, A � 0 with c1pAq ¤ n� 1.

 Example: In pCPn, ωFSq with the generator rLs P H2pCPnq, c1prLsq � n � 1, and this
theorem then says that the computation GW2,rLsppt,ptq � 1 from last week determines
all other genus zero invariants on CPn.
(Note: Actually computing them is still not a trivial task; cf. the end of [MS12, Chapter 7].)

Lecture 28 (8.02.2023): The Gromov-Witten potential.

 Goal: Repackage the information contained in the collection of all genus zero m-point
invariants GWm,Apα1, . . . , αmq so as to minimize redundancy (arising e.g. from the divisor
axiom).

 Fix the following choices on pM,ωq. We take H2pMq to mean the quotient of H2pM ;Zq by
its torsion subgroup (note that ωpAq vanishes automatically when A is torsion), and de�ne
H�pMq always with rational coe�cients. Choose a basis A1, . . . , Ak of H2pMq over Z and
a basis e0, . . . , eN of H�pMq over Q such that e0 � 1 P H0pMq and e1, . . . , ek P H2pMq
form the dual basis to A1, . . . , Ak. We again write

gab :� xea Y eb, rM sy, a, b P t0, . . . , Nu,
and let gab denote the entries of the inverse matrix. Associate to each t � pt0, . . . , tN q P
QN�1 the cohomology class

αt :�
¸
a

taea P H�pMq.

This symbol will have an additional formal meaning in the following, in which we regard
H�pMq as a supermanifold, whose ring of functions (written as functions of the variables
t0, . . . , tN ) thus has a natural splitting into spaces of even and odd functions. In particular,
the variable ta is de�ned to be even or odd in accordance with the degree of ea, and the
ring of functions on H�pV q is de�ned to satisfy the commutation relations

(15.1) tatb � p�1q|ea|�|eb|tbta.
As a purely formal matter of notation, we will also write

(15.2) eatb :� p�1q|ea|�|eb|tbea.
31In [KM94], the condition on A is c1pAq ¤ 2n� 1 instead of n� 1, but I believe this to be a typo.
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 De�nition: The group ring ofH2pMq overQ is the commutative ringQrH2pMqs generated
by Q and all symbols of the form eA for A P H2pMq, on which the product is de�ned by

eAeB :� eA�B .

 The genus zero Gromov-Witten potential Φ of pM,ωq is a formal power series con-
sisting of a countable sum of monomials in the variables t0, . . . , tN multiplied by elements
of QrH2pMqs. It is de�ned by

Φ :�
¸

APH2pMq

8̧

m�0

1

m!
GWm,Apαt, . . . , αtqeA

�
¸
A,m

1

m!

Ņ

a1,...,am�0

ϵpaqGWm,Apea1
, . . . , eam

qeAta1
. . . tam

,

where the sign ϵpaq � �1 of the tuple a � pa1, . . . , amq is determined by the rule

ta1
ea1

. . . tam
eam

� ϵpaqea1
. . . eam

ta1
. . . tam

in accordance with (15.2). The symmetry axiom and (15.1) guarantee that each term in
this series is unchanged under permutations of a1, . . . , am. We can therefore rewrite it in
terms of multi-indices γ � pγ0, . . . , γN q P NN�1

¥0 as

(15.3) Φ �
¸
A,γ

ϵpγq
γ!

GW|γ|,ApeγqeAtγ ,

where |γ| :� γ0 � . . .� γN , γ! :� γ0! . . . γN !, ϵpγq :� ϵpaq � �1 for

a � pa1, . . . , amq :�
�
0, . . . , 0loomoon

γ0

, . . . , N, . . . , Nloooomoooon
γN

	
,

and eγ denotes the tuple pea1
, . . . , eam

q for this same de�nition of a1, . . . , am. The sum-
mation is understood to omit terms with m   3 and A � 0 since GWm,A is not de�ned in
these cases.

 Remark: For each individual multi-index γ, tγ may appear in in�nitely many terms of
(15.3), but Gromov compactness implies that only �nitely many of these can have ωpAq
bounded above by any given constant. It follows that Φ is a power series in the variables
t0, . . . , tN with coe�cients in theNovikov completion Λω of QrH2pMqs, which is de�ned
to consist of �nite or countably in�nite sums

°
i cie

Ai with ci P Q and Ai P H2pMq
such that, whenever the sum is in�nite, limiÑ8 ωpAiq � �8. This observation does not
appear to follow directly from the Kontsevich-Manin axioms, but it certainly holds for any
reasonable de�nition of the GW-invariants.

 Notational device: Associate to each of the basis elements Ai P H2pMq a formal variable
qi :� eAi P QrH2pMqs, so that for d � pd1, . . . , dkq P Zk, we can write

qd :� qd1
1 . . . qdk

k :� ed1A1 . . . edkAk � eAd for Ad :�
ķ

i�1

diAi.

Now (15.3) becomes a formal Laurent series (remember that the di can be negative) in the
variables q1, . . . , qk and t0, . . . , tN with rational coe�cients, written as

Φpq, tq �
¸
d,γ

ϵpγq
γ!

GW|γ|,Ad
peγqqdtγ .
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 Example: M :� CP1 � S2, with any area form as ω. Taking e0 � 1 P H0pCP1q, e1 � pt :�
PD�1prptsq P H2pCP1q and q :� erCP

1s, we have

Φpq, t0, t1q � 1

2
t20t1 � qet1 :� 1

2
t20t1 � q

8̧

m�0

1

m!
tm1 .

Explanation: By (E), only homology classes A � drCP1s with d ¥ 0 contribute. The d � 0
contribution 1

2 t
2
0t1 comes from GW3,0pe0, e0, e1q � xe0Ye0Ye1, rCP1sy � 1 by (Z). One uses

(G) to show that all d � 1 contributions come from GW0,rCP1s � 1 (which counts only the
identity map S2 Ñ CP1) and its consequences via (D), which give GWm,rCP1spe1, . . . , e1q �
1 for every m ¥ 0, producing the exponential series in t1.

 Example: pM,ωq :� pCP2, ωFSq. Taking q :� erLs for the line rLs P H2pCP2q, e0 :� 1 P
H0pCP2q, e1 :� PD�1prLsq P H2pCP2q and e2 :� e1 Y e1 � pt P H4pCP2q, we have

Φpq, t0, t1, t2q � 1

2
pt20t2 � t0t

2
1q �

8̧

d�1

Ndq
d

p3d� 1q!e
dt1t3d�1

2 ,

where Nd P Z is the count of rational curves of degree d through 3d � 1 generic points,
explicitly32

Nd :� GW3d�1,drLsppt, . . . ,ptq.
Again (E) implies only classes A � drLs with d ¥ 0 contribute, and the d � 0 contribution
produces 1

2 pt20t2 � t0t
2
1q due to (Z), because e0 Y e0 Y e2 � e0 Y e1 Y e1 both evaluate to 1

on rCP2s. The exponential series comes from GW3d�1,drLsppt, . . . ,ptq and its consequences
via (D), which give

GW3d�1�r,drLspe1, . . . , e1loooomoooon
r

, e2, . . . , e2q � drNd

for every integer r ¥ 0. All other possible contributions are excluded via (G).
 Idea: Certain axioms of Kontsevich-Manin translate into partial di�erential equations sat-
is�ed by Φ as a function of t0, . . . , tN and q1, . . . , qk, which can give nontrivial information
toward computations of Φ. Note that when working with variables that are only graded

commutative, the de�nition of the partial derivative with respect to an odd variable is
slightly non-obvious: the basic property we require is that33

BtaptaF q � F

whenever F pq, tq does not contain the variable ta. This might not be the same as BtapFtaq
since taF and Fta might not be equal; in particular, for a � b, one deduces the relation

BtaBtb � p�1q|ea||eb|BtbBta .
This plus Btata � 1, Btap1q � 0 and the obvious de�nition of Bta when ta is an even variable
su�ce to determine the operator Bta on all power series, and one can show that it satis�es
a graded Leibniz rule. The de�nition of Bqa is straightforward because the variables qa are
even.

 Theorem: The Gromov-Witten potential Φpq, tq satis�es the following relations:

32Our overarching goal is of course to compute the numbers Nd. Writing down Φ in terms of Nd is the �rst half
of the argument toward that end.

33Note that if taF � 0 and ta is an odd variable, then F pq, tq cannot contain ta since t2a � 0.
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(1) The string equation:

Bt0Φpq, tq �
1

2

¸
a,b

gabtbta.

(2) The divisor equation: for each a � 1, . . . , k (corresponding to the basis elements of
H2pMq and H2pMq),

BtaΦpq, tq � BtaΦp0, tq � qaBqaΦpq, tq.
(3) The WDVV equation: for each i, j, k, ℓ P t0, . . . , Nu,¸
a,b

�BtiBtjBtbΦ� gba pBtaBtkBtℓΦq � p�1q|ei|p|ej |�|ek|q
¸
a,b

�BtjBtkBtbΦ� gba pBtaBtiBtℓΦq .
 Comments:

(1) (FC) implies that very few terms in Φ can contain t0, so the string equation is just
telling us (via (Z)) what they are.

(2) Since |ea| � 2 in the divisor equation, BtaΦ is meant to detect terms that contain this
particular degree 2 class, in which case the divisor axiom relates them to other terms
that do not contain ta.

(3) The two sides of the WDVV equation are the same except for a cyclic permutation of
the indices i, j, k (and a sign change associated with that cyclic permutation). These
sums of quadratic products should remind you of the count of nodal curves in the
splitting axiom, and we will justify the equation next time by relating both sides to
two counts of smooth curves that are close to a nodal degeneration, in which certain
permutations of the contraints obviously do not change the count.

Suggested reading. Our presentation of the Kontsevich-Manin axioms and the Gromov-Witten
potential follows [MS12, �7.5 and �11.2] fairly closely. The original paper [KM94] also makes for
interesting reading, though you need to be aware that Kontsevich and Manin regard what we call
GWg,m,A as a linear map Ig,m,A : H�pMqbm Ñ H�pMg,mq; our de�nition is obtained from theirs
by setting GWg,m,Apα1, . . . , αm, βq :� xIg,m,Apα1 b . . . b αmq, βy. Kontsevich and Manin also
include some axioms for higher-genus invariants (including the result of Exercise 14.7(a)), though
they do not do much with them.

In case you are curious what the actual de�nition of a supermanifold is, [Var04] is very good. The
notion of supersymmetry �rst appeared in physics during the 1970's because it o�ered some hope
for making string theory connect with reality,34 but starting from Witten's interpretation [Wit82]
of Morse theory as a supersymmetric quantum �eld theory, it has taken on a mathematical life of
its own. These days, many algebraic objects that come with natural Z2-gradings can usefully be
described in terms of supermanifolds.

Exercises (for the Übung on 15.02.2023).

Exercise 15.1. Assume pM,ωq is a closed symplecic Calabi-Yau 3-fold, meaning dimM � 2n :� 6
and c1pTMq � 0. In this case, every moduli space of J-holomorphic curves without marked points
has virtual dimension zero, and we can therefore associate to every A � 0 P H2pMq a number

NA :� GW0,0,A P Q,

34The original version of string theory turned out to produce a self-consistent theory only if spacetime is assumed
to be 26-dimensional, which was generally regarded as a problem. Putting supersymmetry into the picture reduced
26 to 10, and this was considered an improvement since 10 is closer to 4.
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interpreted as a count of �nitely many solutions to an inhomogeneous nonlinear Cauchy-Riemann
equation for maps u : S2 ÑM with rus � A.35

(a) Prove that if GW0,m,Apα1, . . . , αmq � 0, then the cohomology classes α1, . . . , αm must all
have degree 2.
Hint: Show via the grading axiom that if this is not true, then at least one of the αi has
degree greater than 2, meaning that one of the marked point constraints in the de�nition
of GW0,m,Apα1, . . . , αmq involves a submanifold of codimension greater than 2. Argue that
generically, no solution will intersect that submanifold.

(b) The argument I have in mind for part (a) requires some knowledge of how the GW-
invariants are de�ned, so it does not appear to follow from the axioms alone. Show however
that if H1pMq � 0, then the same conclusion can be deduced purely from the axioms.
Remark: If you can also do this without assuming H1pMq � 0, then more power to you!

(c) Using a basis A1, . . . , Ak P H2pMq with corresponding formal variables qa :� eAa and dual
basis e1, . . . , ek P H2pMq with corresponding formal variables t1, . . . , tk, show that the
Gromov-Witten potential of pM,ωq satis�es

Φpq, tq � Φp0, tq �
¸

d�0PZk

Ndq
dexd,ty,

where we abbreviate Nd :� Nd1A1�...�dkAk
and xd, ty :� d1t1 � . . .� dktk.

(d) Would you expect the splitting axiom to provide any useful information about the num-
bers NA in this situation?

Exercise 15.2. We have mentioned a few times that the m-point invariant GWg,m,A can be
de�ned for 2g�m   3 and A � 0 in a unique way so that the divisor axiom is satis�ed: concretely,
this means choosing any k P N such that 2g �m � k ¥ 3, along with classes β1, . . . , βk P H2pMq
that satisfy xβi, Ay � 0, and de�ning

GWg,m,Apα1, . . . , αmq :� GWg,m�k,Apα1, . . . , αm, β1, . . . , βkq
xβ1, Ay � . . . � xβk, Ay P Q

for each α1, . . . , αm P H�pMq. Show that the result is independent of the choice of k and β1, . . . , βk.
Hint: All you need is the knowledge that the divisor axiom holds for 2g �m ¥ 3.

Exercise 15.3. Let's take a closer look at the di�erential equations satis�ed by the Gromov-Witten
potential.

(a) Show that if any of the indices i, j, k, ℓ in the WDVV equation are 0, then the equation
follows from the string equation.

(b) Verify explicitly that the Gromov-Witten potential of CP1 satis�es the string, divisor and
WDVV equations.

(c) Check the string and divisor equations explicitly for the Gromov-Witten potential of CP2.

16. Week 16

Lecture 29 (14.02.2023): WDVV equations and the Kontsevich recursion formula.

 Proof of the string equation (via fundamental class and zero axioms)

35Recall that in order to de�ne the inhomogeneous perturbation needed for transversality, one needs to add
three marked points and impose incidence conditions on them via degree 2 cohomology classes α1, α2, α3, so that

the divisor axiom gives the actual de�nition of NA as
GW0,3,Apα1,α2,α3q

xα1,Ayxα2,Ayxα3,Ay
. This reveals why NA might not be an

integer, although GW0,3,Apα1, α2, α3q is one.
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 Proof of the divisor equation:
Acting on Φ with qaBqa multiplies any term containing qda

a by da. For any multi-index γ
not involving the variable ta, acting on Φ with Bta and subtracting o� the terms with no
q replaces 1

γ!k! GW|γ|�k,Ad
peγ , ea, . . . , eaqtγtka for k ¥ 0 and d � 0 with

1

γ!pk � 1q! GW|γ|�k,Ad
peγ , ea, . . . , ealoooomoooon

k

qtγtk�1
a

(D)� 1

γ!pk � 1q!xea, AdyGW|γ|�k�1,Ad
peγ , ea, . . . , ealoooomoooon

k�1

qtγtk�1
a .

Summing over all γ and k, the e�ect is the same since xea, Ady � da.
 Proof of the WDVV equation:
Ignoring the signs for simplicity, we have

BtiBtjBtbΦ �
¸
d,γ

1

γ!
GW|γ|�3,Ad

peγ , ei, ej , ebqqdtγ .

Inserting this on the left hand side of the WDVV equation produces a summation over two
multi-indices γ, γ1 and two homology classes d0, d1 of terms that contain¸

a,b

GW|γ|�3,Ad0
peγ , ei, ej , ebqgba GW|γ1|�3,Ad1

pea, ek, eℓ, eγ
1qqd0�d1tγ�γ1 .

If we �x γ and γ1 but sum over all terms for which d0 � d1 takes a �xed value d, the
splitting axiom identi�es the product with a GW-invariant counting curves homologous
to Ad and constrained by eγ , ei, ej , ek, eℓ, e

γ1 , plus a condition on the domains. By the
symmetry axiom, this is unchanged under a cyclic permutation of i, j, k.

 The example of pCP2, ωFSq: writing Φ1 � Bt1Φ, Φ01 � Bt0Bt1Φ and so forth, our previous
computation of Φ shows that Φ012 � Φ022 � 0 and Φ011 � 1, so plugging i � j � 1 and
k � ℓ � 2 into the WDVV equation gives

Φ111Φ122 � Φ222 � pΦ112q2.
Writing out these four derivatives as summations over d P N and then writing the qua-
dratic products as double summations over k, ℓ P N produces sums of various coe�cients
times qk�ℓepk�ℓqt1t3pk�ℓq�4

2 , except for the term Φ222, which is a summation over d P N of
coe�cients multiplied by qdedt1t3d�4

2 . Matching coe�cients on both sides then leads to the
Kontsevich recursion formula

Nd �
¸

k,ℓPN, k�ℓ�d

�
k2ℓ2

�
3d� 4

3k � 2



� k3ℓ

�
3d� 4

3k � 1




NkNℓ,

which determines all Nd starting from N1 � 1.
 Theorem: Given any d P N and distinct points p1, . . . , p3d�1 P CP2, for generic J P
Jτ pCP2, ωFSq, there are exactlyNd curves u inM0,3d�1pJ, drLsq satisfying evpuq � pp1, . . . , p3d�1q,
all of them simple and immersed. (In other words, the rational GW-invariants of pCP2, ωFSq
really are �enumerative�.)36

Proof sketch: By Exercise 14.1, GW3d�1,drLsppt, . . . ,ptq is a signed count of simple curves
in ev�1pp1, . . . , p3d�1q � M0,3d�1pJ, drLsq, so it su�ces to prove that all of these count
with the same sign.

36Algebraic geometers sometimes complain that the GW-invariants are in general only �virtually� enumerative,
in that they answer a slightly di�erent enumerative question�one about the count of solutions to an equation that
is inhomogeneously perturbed for the sake of transversality�than the one that is natural to ask in complex algebraic
geometry. The content of this theorem is that for the particular example of CP2, the situation is much better than
that.
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Lemma 1 (proved via transversality of �jet evaluation maps�): Generically, the set of non-
immersed simple curves is contained in a codimension 2 subset of the moduli space. In par-
ticular, for a generic family tJsusPr0,1s, we may assume that all curves in the 1-dimensional
parametric moduli space

M :�  ps, uq �� s P r0, 1s, u P ev�1pp1, . . . , p3d�1q �M0,3d�1pJs, drLsq simple
(

are immersed.
Lemma 2 (Hofer-Lizan-Sikorav [HLS97]): For all J P J pMq on a 4-manifold M , immersed
J-holomorphic spheres u : S2 ÑM with c1prusq ¡ 0 are always Fredholm regular.
Reason: The splitting u�TM � TS2 ` Nu decomposes the linearized Cauchy-Riemann
operator Du in block form as

Du �
�
DS2 . . .
0 DN

u



,

where DN
u is a Cauchy-Riemann type operator on the normal bundle Nu Ñ S2. Since DS2

is already known to be surjective, Du is surjective if and only if DN
u is, and the latter holds

due to the similarity principle if c1pNuq � c1prusq � χpS2q ¥ �1. This works because Nu

is a line bundle, so it depends crucially on the assumption that M is 4-dimensional.
For the parametric moduli space M, Lemmas 1 and 2 together imply that the projection
M Ñ r0, 1s : ps, uq ÞÑ s is a local di�eomorphism, so the moduli spaces for J0 and J1
do not just have the same signed count of elements, but are actually di�eomorphic. This
shows that the actual number of curves is the same for all generic J ; to show that this
number really is Nd, one can also apply the Hofer-Lizan-Sikorav result to deduce from the
determinant line bundle that all curves in these moduli spaces count positively.

 The following additional fun fact about CP2 was also mentioned but (by a vote of the
majority) not proved:
Theorem: Suppose pM,ωq is a closed symplectic 4-manifold containing a symplectically
embedded sphere S2 � S � pM,ωq such that rSs rSs � 1 but no symplectically embedded
spheres S2 � E � pM,ωq with rEs  rEs � �1. Then pM,ωq is symplectomorphic to
pCP 2, cωFSq for some c ¡ 0, via a symplectomorphism identi�es S with a complex line.
Comment: This result is due to Gromov and McDu� [Gro85,McD90], and is discussed
with full details in [Wen18]. The proof uses the same moduli space that underlies the
computation of N1 � GW2,rLsppt,ptq, plus positivity of intersections; it is closely related
to the fact that any two distinct points in CP2 are connected by a unique J-holomorphic
line for every J .

Lecture 30 (15.02.2023): Quantum cohomology.

 Idea: Interpret the Gromov-Witten potential as a function on H�pMq and derive geomet-
ric/algebraic structure on H�pMq from the WDVV equation

 Toy model: Assume pV, g � x , yq is a pseudo-Riemannian manifold with an a�ne �at

structure, i.e. an atlas of charts in which the components gij :� xBi, Bjy are constant and
all transition maps are a�ne.37 The Levi-Cività connection ∇ is then �at, and all parallel
local vector �elds commute with each other. All other symmetric connections ∇1 on V are
of the form

∇1
XY � ∇XY �X � Y

37Being a vector space, H�pMq naturally has an a�ne �at structure, at least if one uses coe�cients in R instead
of Q. For this informal discussion, we will pretend that all vector spaces can be regarded as manifolds, regardless of
the ground �eld.
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for a symmetric �berwise-bilinear pairing TV ` TV
�Ñ TV , which can always be de�ned

via the relation
xX � Y, Zy � ApX,Y, Zq

for some covariant rank 3 tensor �eld A that is symmetric in X and Y .
 Observation: ∇1 is compatible with g ðñ xX � Y,Zy � xY,X �Zy � 0 for all X,Y, Z ðñ
ApX,Y, Zq is antisymmetric in Y and Z. But this could only happen if A � 0, since the
Levi-Cività connection is unique. With this in mind, we will instead assume A is symmetric

in Y and Z, i.e. A is fully symmetric.
 Observation: If A is symmetric, then the perturbed connections ∇λ

XY :� ∇XY � λX � Y
are also �at for all λ P R if and only if the following two conditions are satis�ed:
(1) The product � on each �ber of TV is associative;
(2) ∇XpY � Zq �∇Y pX � Zq � 0 for all X,Y, Z that are parallel with respect to ∇.

Proof: Easy computation.
 Proposition: The second condition above is satis�ed if and only if every point in V has a
neighborhood on which the tensor A can be written as38

ApX,Y, Zq � LXLY LZΦ

for all parallel local vector �elds X,Y, Z and some �potential� function Φ. Given this, the
product � is then associative if and only if Φ satis�es the WDVV equation in local �at
coordinates.
Proof: In local �at coordinates, using the Einstein summation convention, we can write
pX � Y qi � Ai

jkX
jY k where Ai

jk :� giℓAℓjk and Aijk :� ApBi, Bj , Bkq. The condition
∇XpY � Zq � ∇Y pX � Zq � 0 is then equivalent to BiAjkℓ � BkAjiℓ � 0, and combining
this with the fact that Aijk is symmetric under permutations of i, j, k leads via three
successive applications of the Poincaré lemma to the existence of a function Φ satisfying
BiBjBkΦ � Aijk. Associativity of � is now a quadratic relation on the components Aijk

that becomes the WDVV equation (in a simpler version without the annoying signs) when
we substitute Aijk � BiBjBkΦ.

 De�nition: V together with its a�ne �at structure and a globally de�ned potential function
Φ as described above is called a Frobenius manifold. This is only the �classical� version�
one can also generalize the whole discussion allowing V to be a supermanifold, in which Φ
will depend locally on a mixture of even and odd variables, with the function ring de�ned
so that odd variables anticommute with each other. This necessitates adding quite a lot of
signs to the discussion above, but otherwise changes very little. If you don't want to think
about signs, just assume your symplectic manifold has no cohomology in odd degrees.

 Simplifying assumption (SA) on pM,ωq: the Gromov-Witten potential Φpq, tq is a conver-

gent power series with respect to t0, . . . , tN , having coe�cients in the Novikov ring

Λω �
# ¸

dPZk

cdq
d
�� cd P Q and td | cd � 0 and ωpAdq ¤ Cu is a �nite set for every C P R

+
,

and can thus be interpreted literally as a function Φ : H�pMq Ñ Λω. This is true in many
interesting examples such as pCP2, ωFSq, though the most important de�nition below will
not actually depend on it.

 De�nition: Equip H�pM ; Λωq � H�pM ;Qq bQ Λω with the Poincaré duality pairing

pα, βq :� xαY β, rM sy P Λω,

38Here LX denotes the Lie derivative with respect to a vector �eld, so applying it to a function f just gives the
di�erential LXf � dfpXq. In the lecture I wrote ∇X instead of LX , but on closer inspection this was not a good
choice of notation, as the derivative we're using here does not depend on the connection.
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which allows us to think of H�pM ; Λωq informally as a pseudo-Riemannian manifold with
an a�ne �at structure. Given (SA), the big quantum cohomology of pM,ωq is a family
of Λω-bilinear products �t on H�pM ; Λωq determined for each t P H�pMq :� H�pM ;Qq
via the relation39

pea �t eb, ecq � BtcBtbBtaΦptq P Λω

for our chosen basis elements e0, . . . , eN P H�pMq. For each t P H�pMq, this product
is graded commutative due to the commutation relations satis�ed by the operators Bta
and Btb , and the previous discussion of Frobenius manifolds was meant to convince you
that it is associative as a result of the fact that Φ satis�es the WDVV equation, i.e. it is a
consequence of the splitting axiom for the Gromov-Witten invariants. Informally, we can
think of �t as a product on the tangent space to H�pM ; Λωq at t.

 De�nition: The small quantum cup product on H�pM ; Λωq is � :� �0. This is well
de�ned without (SA) since evaluating a power series at t � 0 does not require the series
to converge. This is also a graded commutative and associative product, and the ring
H�pM ; Λωq with this product is often called the quantum cohomology of pM,ωq and
denoted by QH�pM,ω; Λωq, or simply QH�pM,ωq. It is uniquely characterized by the
formula

(16.1) pα � β, γq �
¸
d

GW3,Ad
pα, β, γqqd for all α, β, γ P H�pMq,

or equivalently,

α � β �
Ņ

c�0

�¸
d

GW3,Ad
pα, β, ecqqd

�
epcq,

where the expression in parentheses belongs to Λω and we let ep0q, . . . , epNq denote the
basis of H�pMq satisfying pepaq, ebq � δab for all a, b.

 Notice: The d � 0 term in (16.1) is pα Y β, γq � xα Y β Y γ, rM sy, which is the count
of constant holomorphic spheres passing through generic submanifolds Poincaré dual to
α, β, γ and thus reduces to a count of intersections between those submanifolds. The
d � 0 terms are called quantum corrections, and are obtained morally by counting
nonconstant J-holomorphic spheres through those same three submanifolds.

 Proposition (easy):
(1) α � β is αY β plus terms that depend on qd for d � 0, so in particular, the quantum

cup product reduces to the classical cup product in the �limit as q Ñ 0�.
(2) QH�pM,ω; Λωq has a unit: 1 � α � α � 1 � α.
(3) In some situations (e.g. in CP2), the formula above for α � β contains only �nitely

many terms, in which case the coe�cient ring Λω can be replaced by something
simpler such as the group ring QrH2pMqs. In this case, � respects a grading de�ned
on QH�pM,ω;QrH2pMqsq such that each of the variables qi � eAi P QrH2pMqs
corresponding to the chosen basis elements Ai P H2pMq is de�ned to have degree
|qi| :� 2c1pAiq, hence |qd| � 2c1pAdq for every d P Zk. This is a consequence of the
grading axiom for the GW-invariants.

 Computation ofQH�pCP2, ωFSq: Using the usual basis e0 � 1 P H0pCP2q, e1 � PD�1prLsq P
H2pCP2q and e2 � pt P H4pCP2q, the classical cohomology ring of CP2 is generated by

39My reversal of the order of the di�erential operators on the right hand side of this relation is a half-hearted
attempt to get all the signs right, but honestly, everything I say about signs in this lecture should be taken with a
grain of salt.
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p :� e1, which satis�es p2 :� e1 Y e1 � e2 but p3 � 0, so

H�pCP2;Qq � Qrps{xp3y.
The Novikov ring introduces one additional generator q � erLs P QrH2pCP2qs. The quan-
tum product depends only on the cubic terms in the Gromov-Witten potential, which
are

Φpq, tq � 1

2
pt20t2 � t0t

2
1q �

1

2
qt1t

2
2 � non-cubic terms.

Here the �rst two terms come from GW-invariants with d � 0, so they will reproduce
the classical cup product. The third term contains the computation GW3,rLspe1, e2, e2q �
GW2,rLsppt,ptq �: N1 � 1. Since the only term quadratic in t1 is classical, we have

p2 :� p � p � e1 � e1 � e1 Y e1 � e2.

However, the term t1t
2
2 produces a quantum correction in e1 � e2, giving

p3 � e1 � e2 � Bt1B2t2
1

2
qt1t

2
2e
p2q � qe0 � q.

All other products are determined from these via associativity, thus

QH�pCP2, ωFSq � Qrp, qsLxp3 � qy.
Notice that the coe�cient ring here can be reduced to QrH2pCP2qs, and since c1prLsq � 3,
QH�pCP2, ωFS;QrH2pCP2qsq then has a natural grading in which |p| � 2 and |q| � 6, so
it contains a 1-dimensional subspace in every even degree.

Suggested reading. Chapter 11 of [MS12] contains a good general discussion of the Gromov-
Witten potential and the PDEs that it satis�es. It also contains far more than you probably want
to read (at least on a �rst pass) about the possible choices of coe�cients for QH�pM,ωq, and a
very interesting but necessarily incomplete discussion of some computations that are much deeper
and less trivial than the one we carried out for CP2.

If you want to learn more about Frobenius manifolds and the �big� quantum cohomology, I
recommend the book by Manin [Man99]. (For a quick summary of the main points, [KM94, �4] is
also not bad.) You may �nd it more digestible if you �rst learn from [Var04] what ringed spaces
and supermanifolds are.

If you �nd pseudo-mathematical speculation by visionary physicists fascinating, then I also
recommend taking a look at [Vaf92, �4], which was written shortly after Witten's topological sigma-
model paper [Wit88b] and has sometimes been cited as the �rst place where the construction of
quantum cohomology was ever suggested.40 From Vafa's perspective, the classical cohomology ring
of a Kähler manifold M embeds naturally into the operator algebra of a fermionic string theory
whose underlying Hilbert space is the space of semi-in�nite di�erential forms on the loop space
of M . Quantum cohomology was then predicted based on the properties of this operator algebra
in quantized string theory! The theory later took on its present mathematical form due mainly to
the work of Ruan-Tian [RT95], Kontsevich-Manin [KM94] and McDu�-Salamon [MS94], though
Vafa's paper already contains a heuristic description of something that you will easily recognize as
the small quantum cup product.

Since the course is now over, I'll take this opportunity to tie up one other loose end: Gerard
asked at some point whether the GW-invariants can actually be used for the obvious symplectic

40Witten's paper [Wit91], which appeared around the same time, also contains (around page 274) a brief sketch
of the main idea, in addition to several other ideas (e.g. gravitational descendants) that soon became central to the
subject of Gromov-Witten theory. I do not happen to know why Witten's and Vafa's papers did not cite each other.
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application, namely to distinguish symplectic manifolds that are di�eomorphic but not symplecti-
cally deformation equivalent. In fact, there are several results of this type in the early papers on
this subject by Ruan [Rua94,Rua96], and these were presented as one of the original selling points
of the rigorous construction on semipositive symplectic manifolds.

Exercises (just for fun).

Exercise 16.1. Suppose pM,ωq is a Calabi-Yau 3-fold, and after choosing a basis A1, . . . , Ak of
H2pMq, write Nd :� NAd

:� GW0,0,Ad
P Q for d � pd1, . . . , dkq P Zk and Ad :� d1A1 � . . .� dkAk

as in Exercise 15.1. Since c1pAdq � 0 for all d, the small quantum cup product � on H�pM ; Λωq
preserves the obvious grading in which all elements of Λω are assigned degree 0. Show that α � β
then di�ers from αY β only when α, β P H�pMq both have degree 2, and for this case, prove the
formula

α � β � αY β �
¸
d�0

Ndxα,Adyxβ,Adyqd PD�1pAdq P H4pM ; Λωq.

References

[Abb14] C. Abbas, An introduction to compactness results in symplectic �eld theory, Springer, Heidelberg, 2014.
MR3157146

[AF03] R. A. Adams and J. J. F. Fournier, Sobolev spaces, 2nd ed., Pure and Applied Mathematics (Amsterdam),
vol. 140, Elsevier/Academic Press, Amsterdam, 2003.

[AD14] M. Audin and M. Damian, Morse theory and Floer homology, Universitext, Springer, London; EDP
Sciences, Les Ulis, 2014. Translated from the 2010 French original by Reinie Erné.

[BEH�03] F. Bourgeois, Y. Eliashberg, H. Hofer, K. Wysocki, and E. Zehnder, Compactness results in symplectic
�eld theory, Geom. Topol. 7 (2003), 799�888.

[CdS01] A. Cannas da Silva, Lectures on symplectic geometry, Lecture Notes in Mathematics, vol. 1764, Springer-
Verlag, Berlin, 2001.

[DK90] S. K. Donaldson and P. B. Kronheimer, The geometry of four-manifolds, Oxford Mathematical Mono-
graphs, The Clarendon Press Oxford University Press, New York, 1990. Oxford Science Publications.

[Ebe] J. Ebert, A lecture course on the Atiyah-Singer index theorem. notes available at https://ivv5hpp.

uni-muenster.de/u/jeber_02/skripten/mainfile.pdf.
[El��67] H. I. El��asson, Geometry of manifolds of maps, J. Di�erential Geometry 1 (1967), 169�194.
[Eva98] L. C. Evans, Partial di�erential equations, Graduate Studies in Mathematics, vol. 19, American Mathe-

matical Society, Providence, RI, 1998.
[Flo88a] A. Floer, The unregularized gradient �ow of the symplectic action, Comm. Pure Appl. Math. 41 (1988),

no. 6, 775�813.
[Flo88b] , An instanton-invariant for 3-manifolds, Comm. Math. Phys. 118 (1988), no. 2, 215�240.
[Gro85] M. Gromov, Pseudoholomorphic curves in symplectic manifolds, Invent. Math. 82 (1985), no. 2, 307�347.
[HLS97] H. Hofer, V. Lizan, and J.-C. Sikorav, On genericity for holomorphic curves in four-dimensional almost-

complex manifolds, J. Geom. Anal. 7 (1997), no. 1, 149�159.
[Hör03] L. Hörmander, The analysis of linear partial di�erential operators. I, Classics in Mathematics, Springer-

Verlag, Berlin, 2003. Distribution theory and Fourier analysis; Reprint of the second (1990) edition.
[Hum97] C. Hummel, Gromov's compactness theorem for pseudo-holomorphic curves, Progress in Mathematics,

vol. 151, Birkhäuser Verlag, Basel, 1997.
[Kee92] S. Keel, Intersection theory of moduli space of stable n-pointed curves of genus zero, Trans. Amer. Math.

Soc. 330 (1992), no. 2, 545�574. MR1034665
[KM94] M. Kontsevich and Yu. Manin, Gromov-Witten classes, quantum cohomology, and enumerative geometry,

Comm. Math. Phys. 164 (1994), no. 3, 525�562.
[Lan93] S. Lang, Real and functional analysis, 3rd ed., Springer-Verlag, New York, 1993.
[Lan99] , Fundamentals of di�erential geometry, Springer-Verlag, New York, 1999.
[LL01] E. H. Lieb and M. Loss, Analysis, 2nd ed., Graduate Studies in Mathematics, vol. 14, American Mathe-

matical Society, Providence, RI, 2001.
[Loo94] E. Looijenga, Smooth Deligne-Mumford compacti�cations by means of Prym level structures, J. Algebraic

Geom. 3 (1994), no. 2, 283�293.
[Man99] Y. I. Manin, Frobenius manifolds, quantum cohomology, and moduli spaces, American Mathematical Soci-

ety Colloquium Publications, vol. 47, American Mathematical Society, Providence, RI, 1999. MR1702284

https://ivv5hpp.uni-muenster.de/u/jeber_02/skripten/mainfile.pdf
https://ivv5hpp.uni-muenster.de/u/jeber_02/skripten/mainfile.pdf


104 CHRIS WENDL

[McD90] D. McDu�, The structure of rational and ruled symplectic 4-manifolds, J. Amer. Math. Soc. 3 (1990),
no. 3, 679�712.

[McD92] , Immersed spheres in symplectic 4-manifolds, Ann. Inst. Fourier (Grenoble) 42 (1992), no. 1-2,
369�392 (English, with French summary).

[MS94] D. McDu� and D. Salamon, J-holomorphic curves and quantum cohomology, University Lecture Series,
vol. 6, American Mathematical Society, Providence, RI, 1994.

[MS12] , J-holomorphic curves and symplectic topology, 2nd ed., American Mathematical Society Collo-
quium Publications, vol. 52, American Mathematical Society, Providence, RI, 2012.

[MS17] , Introduction to symplectic topology, 3rd ed., Oxford University Press, 2017.
[MW95] M. J. Micallef and B. White, The structure of branch points in minimal surfaces and in pseudoholomor-

phic curves, Ann. of Math. (2) 141 (1995), no. 1, 35�85.
[Mil97] J. W. Milnor, Topology from the di�erentiable viewpoint, Princeton Landmarks in Mathematics, Prince-

ton University Press, Princeton, NJ, 1997. Based on notes by David W. Weaver; Revised reprint of the
1965 original.

[Mum83] D. Mumford, Towards an enumerative geometry of the moduli space of curves, Arithmetic and geometry,
Vol. II, Progr. Math., vol. 36, Birkhäuser Boston, Boston, MA, 1983, pp. 271�328. MR717614

[Rua94] Y. Ruan, Symplectic topology on algebraic 3-folds, J. Di�erential Geom. 39 (1994), no. 1, 215�227.
[Rua96] , Topological sigma model and Donaldson-type invariants in Gromov theory, Duke Math. J. 83

(1996), no. 2, 461�500.
[RT95] Y. Ruan and G. Tian, A mathematical theory of quantum cohomology, J. Di�erential Geom. 42 (1995),

no. 2, 259�367.
[RT97] , Higher genus symplectic invariants and sigma models coupled with gravity, Invent. Math. 130

(1997), 455�516.
[Sch93] M. Schwarz, Morse homology, Progress in Mathematics, vol. 111, Birkhäuser Verlag, Basel, 1993.
[SS92] M. Seppälä and T. Sorvali, Geometry of Riemann surfaces and Teichmüller spaces, North-Holland Math-

ematics Studies, vol. 169, North-Holland Publishing Co., Amsterdam, 1992.
[Sma65] S. Smale, An in�nite dimensional version of Sard's theorem, Amer. J. Math. 87 (1965), 861�866.
[Tau96] C. H. Taubes, Counting pseudo-holomorphic submanifolds in dimension 4, J. Di�erential Geom. 44

(1996), no. 4, 818�893.
[Tho54] R. Thom, Quelques propriétés globales des variétés di�érentiables, Comment. Math. Helv. 28 (1954),

17�86 (French).
[Vaf92] C. Vafa, Topological mirrors and quantum rings, Essays on mirror manifolds, Int. Press, Hong Kong,

1992, pp. 96�119.
[Var04] V. S. Varadarajan, Supersymmetry for mathematicians: an introduction, Courant Lecture Notes in Math-

ematics, vol. 11, New York University, Courant Institute of Mathematical Sciences, New York; American
Mathematical Society, Providence, RI, 2004.

[Wen10] C. Wendl, Automatic transversality and orbifolds of punctured holomorphic curves in dimension four,
Comment. Math. Helv. 85 (2010), no. 2, 347�407.

[Wen18] , Holomorphic curves in low dimensions: from symplectic ruled surfaces to planar contact man-
ifolds, Lecture Notes in Mathematics, vol. 2216, Springer-Verlag, 2018.

[Wena] , Lectures on holomorphic curves in symplectic and contact geometry. Version 3.3, available at
http://www.math.hu-berlin.de/~wendl/pub/jhol_bookv33.pdf.

[Wenb] , Sobolev spaces. Appendix A from un�nished version 3.4 of Lectures on holomorphic curves
in symplectic and contact geometry, available at https://www.mathematik.hu-berlin.de/~wendl/SFT/

Sobolev_excerpt.pdf.
[Wenc] , Lectures on Symplectic Field Theory. Preprint arXiv:1612.01009, to appear in EMS Series of

Lectures in Mathematics.
[Wend] , Transversality and super-rigidity for multiply covered holomorphic curves. Preprint

arXiv:1609.09867; to appear in Ann. of Math.
[Wen20a] , Lebesgue, Fourier and Sobolev (notes for functional analysis) (2020). Available at https://www.

mathematik.hu-berlin.de/~wendl/Winter2020/FunkAna/lecturenotes.pdf.
[Wen20b] , Lectures on Contact 3-Manifolds, Holomorphic Curves and Intersection Theory, Cambridge

Tracts in Mathematics, vol. 220, Cambridge University Press, Cambridge, 2020.
[Wen21] , Di�erential Geometry I and II (2021). Notes from the course at HU Berlin, available at https:

//www.mathematik.hu-berlin.de/~wendl/Sommer2022/Diffgeo2/lecturenotes.pdf.
[Wen] , How I learned to stop worrying and love the Floer C-epsilon space. Blog post, available at

https://symplecticfieldtheorist.wordpress.com/2021/05/14/.
[Wit82] E. Witten, Supersymmetry and Morse theory, J. Di�erential Geom. 17 (1982), no. 4, 661�692 (1983).

http://www.math.hu-berlin.de/~wendl/pub/jhol_bookv33.pdf
https://www.mathematik.hu-berlin.de/~wendl/SFT/Sobolev_excerpt.pdf
https://www.mathematik.hu-berlin.de/~wendl/SFT/Sobolev_excerpt.pdf
http://arxiv.org/abs/1612.01009
http://arxiv.org/abs/1609.09867
https://www.mathematik.hu-berlin.de/~wendl/Winter2020/FunkAna/lecturenotes.pdf
https://www.mathematik.hu-berlin.de/~wendl/Winter2020/FunkAna/lecturenotes.pdf
https://www.mathematik.hu-berlin.de/~wendl/Sommer2022/Diffgeo2/lecturenotes.pdf
https://www.mathematik.hu-berlin.de/~wendl/Sommer2022/Diffgeo2/lecturenotes.pdf
https://symplecticfieldtheorist.wordpress.com/2021/05/14/


GROMOV-WITTEN THEORY, WINTERSEMESTER 2022�2023, HU BERLIN 105

[Wit88a] , Topological quantum �eld theory, Comm. Math. Phys. 117 (1988), no. 3, 353�386.
[Wit88b] , Topological sigma models, Comm. Math. Phys. 118 (1988), no. 3, 411�449.
[Wit91] , Two-dimensional gravity and intersection theory on moduli space, Surveys in di�erential geom-

etry (Cambridge, MA, 1990), Lehigh Univ., Bethlehem, PA, 1991, pp. 243�310.
[Zin08] A. Zinger, Pseudocycles and integral homology, Trans. Amer. Math. Soc. 360 (2008), no. 5, 2741�2765.


	1. Week 1
	2. Week 2
	3. Week 3
	4. Week 4
	5. Week 5
	6. Week 6
	7. Week 7
	8. Week 8
	9. Week 9
	10. Week 10
	11. Week 11
	12. Week 12
	13. Week 13
	14. Week 14
	15. Week 15
	16. Week 16
	References

